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In April 1999 an article appeared in Fishing News under the headline ‘Dredging and pollution hit stocks far more than fishing’. The article reported on claims made by an environmental group that these two anthropogenic impacts are causing a far greater decline of fish stocks in the North Sea than ‘supposed overfishing’ and that if these were remedied ‘you would be able to walk to Europe on the fish concentrated in the North Sea’. Whilst there is no clear evidence to support these claims, the article does raise a real issue of concern to EU policy makers, the general public, and the fishing community as a whole. This is the impact of pollution on commercial fish and fisheries and the health implications of eating contaminated fish products.

This book has resulted from the Commission of the European Communities, Agriculture and Fisheries (FAIR) specific Research and Technological Development programme, CT97 3827, Impacts of Marine Xenobiotics on European Commercial Fish – Molecular Effects & Population Responses. However, it does not necessarily reflect the Commission’s views and in no way anticipates the Commission’s future policy in this area.

This book has brought together experts from across Europe to examine the literature both on marine and freshwater fish and, where necessary, invertebrates and other model organisms, to produce a status report on pollution impacts and to construct a conceptual model to describe these impacts – from the subcellular and molecular level, through organism to population and community levels and subsequently to socio-economic implications.

The group of scientists involved in this book include individuals with expertise in each of the hierarchic levels of organisation on which pollution can impact. They encompass molecular geneticists, biochemists, physiologists, population and community biologists and fishery economics experts. Throughout the 2-year duration of the concerted action on which this volume is based, the group met on three occasions during which they worked on each of the thematic topics which form the basis to the chapters.

Chapter 1 introduces the subject and context of the volume. It also presents a conceptual model which was developed following the first meeting of the group in Oslo, Norway. The model presented in this chapter is a simplified version of that presented in the report to the European Commission. The model describes the way in which pollution may impact on a fishery and highlights the potential linkages between the various biological levels of organisation from molecular to community and economic. It is used to identify the direct links
between the hierarchic levels of impact identified in the literature together with feedback or homeostatic mechanisms within the system.

The model additionally provides the framework around which the rest of the literature is presented in the book. Each of the following chapters were outlined at subsequent meetings of the group, first in Aveiro, Portugal, and later in Bilbao, Spain. The chapters represent linked technical themes which together describe the potential impact of pollution on a fishery. The chapters are designed both to describe the impact of pollution on the specific level of biological organisation and to highlight any linkages between this level and other, higher levels of complexity. The aim here was to confirm any pathways in which subcellular detection of pollution in the individual might lead to changes in population and community. A further important goal of the study was to identify and highlight any gaps in the literature that might help to direct future research in the field.

Chapter 2 reviews the forms of genetic damage that occur within the cell, either as a direct result of pollution perturbation or due to the production of genotoxic by-products of the detoxification process. Forms of damage include those caused by oxygen radicals, and the formation of adducts and mutations, together with direct effects on chromosomes. The chapter links genetic damage to examples of the consequence of this at higher levels of organisation from tumour formation, cell death, lesions, production of neoplasms, altered enzyme function and protein turnover rates. In addition, protection mechanisms are identified. This chapter is seen to have clear links with many of the other chapters within the book.

The links between molecular and cellular responses to pollution and the physiological response of individuals, including links to higher orders of organisation, are considered in Chapter 3. Principle components of this theme include the role of the lysosome and lysosome dysfunction related to altered rates of protein turnover and the energetic cost of altered gene expression. The chapter identifies links between these cellular events and organism effects including impacts on growth (including age/size trade-offs) and energy budget and scope for growth. Physiological effects examined included impacts on developmental processes such as osmoregulation, respiration and excretion, neuroendocrine and immune responses and impacts on reproduction.

Chapter 4 examines aspects of the physical health and immune system of fish in relation to pollution exposure and the links between these responses and those seen at higher and lower levels of organisation. Aspects of macrohealth considered include parasite load, presence of lesions and papillomas, spine and other deformities, anaemia, fin rot and fungal infection. These are examined in relation to cellular and molecular damage and the causative agents. Disorders are classified into pathological, physiological and developmental.

Chapter 5 considers one of the critical processes in the hierarchic chain of response through which impacts on the individual may be reflected in the population or natural homeostatic mechanisms override any pollution damage on the individual. Pollution impacts on reproduction and fecundity are linked directly to genetic damage in the gamete and impaired physiology through reallocation of energy. Additionally, the direct effects of endocrine disrupters on the reproductive process are considered. Evidence is reviewed on effects of pollutants on aspects of reproduction from egg size and viability to vitellogenic processes and fecundity.
Chapter 6 highlights the links between the individual response and population response to pollution. Concepts of community structure together with functioning and effects of pollutants on these, through transfers of effects from cellular to individual and then population and community, are considered in this chapter. The potential effects are analysed through the impacts on individual health in relation to condition and individual health in relation to production. Links between reproduction and population structure and survival to population yield are additionally reviewed. Production and yield are evaluated both in terms of quality and quantity of the population and quality of the individual.

The implications to population genetics and fitness as a result of pollution exposure, genetic damage, and cellular and molecular events are reviewed in Chapter 7. The theme reviews microevolutionary processes including mutation, selection, genetic drift and inbreeding. Sublethal responses and the potential for selection are examined, including fitness effects such as viability and fecundity. The literature on existing polymorphisms in pollutant metabolising genes is reviewed, together with the molecular basis of adaptation and the evolution of tolerance. The consequences of these adaptations in terms of reduced genetic heterogeneity and future fitness are considered.

Consequences of pollution impacts in relation to socio-economic effects are considered in Chapter 8. This incorporates the various bio-economic models currently employed by fisheries scientists. These models give information on fish quality and population, both of which are impacted upon by the effects of pollution. An important element of this chapter is not simply the impacts of pollution of fish and fish quality, but also the perceived impacts and the effects that this can have on individual fisheries and the overall resource. Direct links between lower order effects and impacts on the market are highlighted. Human health consequences are additionally considered.

Finally, Chapter 9 summarises the evidence presented in each of the previous chapters, with emphasis on the linkages identified between the hierarchic levels of biological organisation outlined in the conceptual model. The chapter highlights the areas in which recent advances have been made, as well as the aspects of the subject that require further study. In addition, it considers the limitations with current empirical approaches in quantifying some of the links in the hierarchic response from cell to population. The potential role of mathematical modelling in the field of ecotoxicology is briefly reviewed. In particular, recent developments and advances are outlined with regard to how models may be used to overcome some of the limitations with empirical study.
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Chapter 1
Introduction and Conceptual Model

A.J. Lawrence and M. Elliott

1.1 Background

During the last decade of the twentieth century and the beginning of the twenty-first century the dependency of man on the earth’s natural resources has become increasingly apparent. Fish and fisheries, worldwide, are one of the most important marine resources exploited by man. In addition to providing an extremely important source of protein on which many communities are reliant, they also create much needed employment in coastal areas around the world, including Europe. In 1999 total landings of fish, crustacea and molluscs in Europe were approximately 55 165 000 tonnes with a value of 64 510 million EUR and the fishing fleet alone employed 142 908 people (EUROSTAT, 2000).

The importance of the earth’s natural resources and the need to protect them and use them sustainably was recognised by the nations of the world in Rio in 1992 during the United Nations Conference on Environment and Development (UNCED). This meeting led to the ratification of the 1993 UN Convention on Biological Diversity (CBD). The main objectives of the CBD are the conservation and sustainable use of biological diversity and the fair and equitable sharing of benefits arising from its utilisation. Biodiversity is defined here as the variability among living organisms from all sources including terrestrial, marine and other aquatic organisms and the ecological complexes of which they are a part, including diversity within species, between species and of ecosystems (Article 2, CBD).

The conference of the parties (COP) also identified marine and coastal biological diversity as an early priority. This was highlighted at COP 2 which adopted the Jakarta Mandate on Marine and Coastal Biological Diversity in 1995. The ministerial statement highlighted the urgent need for the COP to address the conservation and sustainable use of marine and coastal biodiversity and urged parties to initiate immediate action to implement decisions on this issue.

The urgent need to protect the marine environment and its resources recognises the impact that man is currently having on this environment. The Jakarta Mandate identifies the principle threats to marine biodiversity as being overexploitation of resources, habitat destruction, pollution and invasion by alien species. These threats do not have equal weighting. For example, in a study of local species extirpation in the Wadden Sea, Wolff (2000)
found that the major threats to marine biodiversity were overexploitation and habitat loss and fragmentation. Marine pollution was responsible for the loss of two species whilst the introduction of exotic species had not caused any local extirpations.

The CBD recognises that a key factor in the conservation of biological diversity is its sustainable use. Unfortunately, fisheries throughout the world have a history of over-exploitation. In Europe, according to the International Council for the Exploration of the Sea (ICES), two-thirds of North Atlantic commercial fish stocks are in serious decline. Spawning stock biomass (SSB) of North Sea, Irish Sea and Acto-Norwegian cod is currently at or near a historic low and 49% of the most important commercial fish stocks are considered to be outside safe biological limits (ICES, 1997). Reduction in SSB is reflected in low average recruitment during the 1980s and 1990s with up to 50% reduction in some stock and 25% reduction in cod, haddock and whiting (WWF, 2000).

Sea fish represent a natural and renewable resource. Healthy stocks can sustain a reasonable level of exploitation but for this they need a healthy marine environment. Unfortunately, the OSPAR Commission Quality Status Report (OSPAR, 2000) states that the marine environment is also at risk from hazardous substances. These include antifouling treatments, endocrine disrupters, radioactive substances, nutrient pollution and consequences of shipping activities including oil spills and ballast water discharges (WWF, 2001).

Whilst pollution may not be the single most important factor having impacts on European and global fisheries, it is clear that it may be having a significant impact on stocks already depleted by other factors, including overexploitation and habitat loss. Unfortunately, the impacts of pollution on already depleted fish stocks are not known but they are of increasing concern to EU policy makers, the general public and the fishing community. This was highlighted by the Select Committee of Science and Technology (1995) which noted that when areas of knowledge on pollution research are integrated, insufficient emphasis is placed on pollution issues within fisheries management. Policy makers within the EU need to understand and build pollution impacts on fish into fishery management under the European Union’s Common Fisheries Policy (CFP). In December 2002, the conservation and management policy (EEC Regulation 3760/92) came to the end of a 20-year term and is currently under review. Consequently, it is essential that any pollution impacts on fisheries are now recognised, understood and built into any modified quota scheme under the Total Allowable Catch (TAC). These problems were highlighted at the Intermediate Ministerial Meeting on the Integration of Fisheries and Environmental Issues (Svelle et al., 1997).

Whilst the European Union is mostly concerned with fishery management, the public are far more concerned with quality issues related to fish as well as human health-related aspects of eating contaminated fish products. Reports of significant numbers of fish being landed with spine deformities, skin lesions and cancers all add to the perception that pollution is having a dramatic impact on fish and that these may be passed on to the consumer. These perceptions, whether correct or not, may have significant ramifications on the economics of the fishery.

The third interest group with concerns related to pollution impacts is fishing communities themselves who are reliant on fishing as their economic base. As previously noted, with spawning stock biomass of several European cod populations at or near historic lows and with some stocks in danger of commercial collapse (WWF, 2000), the precise causes of the
collapse and the interactions between these causes need to be determined and remedied so that a sustainable fishery can be developed. If these causes include pollution impact then the importance of this, relative to other causes, must be appreciated. The long-term survival of many of these communities will be dependent on this.

The concerns raised with each of these user groups are largely a result of work being undertaken by scientists in Europe and around the world looking at various aspects of pollution impact on fish and invertebrates from molecular responses to population and community changes. These studies may often be of a completely academic nature and simply advance scientific knowledge on the mechanism of impact and responses by organisms. However, the misinterpretation and communication of this information to the wider community may have led to unfounded concerns about the overall consequence of individual studies.

There are various levels of biological organisation on which pollution can impact. Anthropogenic effects may lead to severe consequences for populations or species occupying the area (Möller & Dieckwisch, 1991; Bernát et al., 1994). However, consequences at the ecosystem level may display a long response time and when effects occur it may be too late to take countermeasures. Pollution exposure may also lead to decreased growth rates and increased infection but even these responses are preceded in time by effects at the molecular level (Blackstock, 1984; Boon et al., 1992). An attempt has been made to combine impacts on systems at various levels under the concept of ecosystem health assessment and ecosystem pathology (Harding, 1992).

Extensive studies have been undertaken to examine and determine the impact of a wide range of xenobiotics on various individual aspects of fish and invertebrate biochemistry, physiology and population structure (Bayne et al., 1988; Förlin et al., 1995). These studies have been performed throughout Europe and worldwide to resolve various objectives. They may have been performed to determine the toxicity of a specific chemical or compound or to determine the potential hazard to individual species or ecosystems of the disposal of waste (Donkin & Widdows, 1986). They may have been developed to provide a rapid biomarker for pollution (Lawrence & Poulter, 1998; Goksøyr et al., 1991; Depledge, 1994) or to act as bioassays of health, fitness and growth, under varied complex environmental parameters (Lawrence & Poulter, 2001). In some cases, commercial fish and shellfish have been used, whilst in others, species of ecological importance or that fulfil various monitoring criteria may have been chosen (Elliott et al., 1988).

In the last two decades of the twentieth century attention was focused on subcellular responses to pollution. The need to detect and assess the impact of pollution, particularly low concentrations of increasingly complex mixtures of contaminants, on environmental quality has led to the development of molecular indicators of exposure to and effects of contaminants on aquatic organisms. Molecular indicators are often referred to as biomarkers but simply represent a subcellular response to exposure. Such diagnostic and prognostic early warning tests offer the potential of specificity, sensitivity and application to a wide range of organisms. Known biomarkers of early warning capacity include induction of metallothioneins, stress proteins, the cytochrome P450 enzyme system e.g. CYP1A, UDP glucuronosyl and glutathione transferases to detect exposure/effects of different metal and organic contaminants (Goksøyr & Förlin, 1992; Lawrence & Nicholson, 1998).
cDNA probes against fish CYP1A are now available and new and sensitive biomarkers include NADPH: quinone reductase (DT-diaphorase). Antioxidant defence systems include detection of glutathione reductase and GSH:GSSG. Additionally, glutathione peroxidases, lipid peroxidation and protein oxidation are of increasing interest. Enzymes such as superoxide dismutase and catalase are also now included in current studies (Cajaraville et al., 1992).

More recently research has focused on direct damage to DNA caused by xenobiotics, and here mainly on chromosomal aberrations, micronucleus formation, DNA adducts (covalent attachments of a chemical to DNA) and strand breakage. The latter two of these responses have been used as relatively quick and sensitive biomarker assays for exposure to genotoxic compounds (e.g. Stein et al., 1993, 1994; Theodorakis et al., 1994; Shugart & Theodorakis, 1994).

This wealth of information appears to demonstrate an impact of pollution on a variety of organisms at a subcellular level. However, a direct link between effects at this molecular level and population/yield impacts is yet to be demonstrated in any species. Indeed, there are many stages in the hierarchy of response from molecular to population in which homeostatic mechanisms within an individual, population or community may act to absorb or nullify the response seen at the subcellular level. Consequently, the science is most precise, and there is least noise, at the lower levels of biological organisation. However, management is only willing to operate at the higher levels of organisation (population and community) and the link between these two levels needs to be established.

Despite this, individual laboratories around the world continue to develop ever more sensitive biomarkers for genetic/biochemical response. At an academic level this is extremely valuable in advancing the field of environmental ecotoxicology and how pollutants affect organisms. However, there may also be a problem in that these studies may also drive pollution legislation and clean-up, without ever showing a clear impact on the individual at higher levels of organisation (reproduction, fecundity, population/yield).

No study has currently attempted to link each of the response criteria (biochemical, cellular, physiological, reproduction, population/yield) to evaluate the ramifications of low level, sublethal effect to population and community structure and thence the socio-economic impact to communities exploiting the resource.

1.2 Aims and objectives

The aim of this book is to review and synthesise information and literature on the impacts of pollution at hierarchic levels of organisation in fish, and where necessary other invertebrates and model organisms, to produce a status report which:

- Identifies any mechanistic links between the hierarchic levels of biological organisation (genetic, subcellular, physiological, reproduction and fecundity, population and yield, socio-economic);
- Presents a conceptual model which can be used to illustrate the recognised and potential links between biological levels of organisation, and around which gaps in the current knowledge and research priorities might be identified;
• Assesses the present ability to quantify the links and cause/effect relationships between the various biological levels, to consider how near or far the science is from offering any predictive capability for fisheries management;
• Identifies or highlights any potential links in the biological system in which homeostatic mechanisms may have an ability to absorb any effects of change detected at lower levels of organisation.

Whilst the principle aim of the review is to identify and demonstrate the links between the various hierarchic levels of response within a species, it should be noted that for any study attempting to demonstrate the linkages to be truly rigorous, effects response should also be directly linked to body burden of pollutant.

1.3 Contaminant, environmental and life history stage factors

Before considering the conceptual model it should first be noted that the type of response to pollution elicited in an organism will depend on the type of contaminant and whether this is acting singularly or in combination with others. It will also depend on the interaction of the contaminant(s) with other environmental factors such as temperature, salinity and dissolved oxygen levels. Finally, it will depend on the stage of development and health of the organism as it comes into contact with the pollutant. Whilst it is beyond the scope of this book to consider these factors in detail, some consideration must be given to them because of the implications of these on the response of the organism to the pollution event.

1.3.1 Contaminants

Whilst it is beyond the scope of this book to detail the various types of contaminant that impact on an organism, it is necessary to give a basic classification of the major classes of pollutant. This is important because often the mechanism of impact or subcellular response elicited is specific to a particular type of contaminant, whether it is a single contaminant or, as is more likely, a mixture of contaminants, and finally the level of contamination, i.e. whether the impact is lethal or sublethal, acute or chronic. Briefly, contaminants may be divided into the following categories.

1.3.1.1 Halogenated hydrocarbons

Since the discovery of widespread distribution of chlorinated contaminants in aquatic organisms in the 1960s, there have been numerous reports on the bioaccumulation of halogenated hydrocarbons. This term spans a wide range of contaminants including: DDT and its metabolites, polychlorinated biphenyls (PCB), polychlorinated dibenzodioxins and dibenzofurans, hexachlorobenzene (HCB), octachlorostyrenes (OCS), toxaphene, chlordanes, dieldrin, hexachlorohexane (HCH, lindane), polybrominated diphenylethers (PBDE), polybrominated biphenyls (PBB), polychlorinated paraffins (CP) and polychlorinated naphthalenes (PCN). Halogenated organic contaminants are more or less resistant to degradation
in biological systems and some of them, e.g. DDTs and PCBs, have been found in all biological samples studied. In addition to methylmercury, halogenated hydrocarbon contaminants predominantly contribute towards problems for the use of marine organisms as a food resource. Many of these chemicals are synthetic and thus the mechanisms evolved for dealing with them are poor or non-specific.

1.3.1.2 Non-halogenated hydrocarbons

Non-halogenated hydrocarbons can be divided into aromatic and non-aromatic. Hydrocarbons with non-aromatic groups are generally degraded quickly and form little risk to the environment. Aromatic hydrocarbons may accumulate in organisms with low metabolic activity towards planar substances, such as some bivalves, but are generally metabolised in fish. Some results indicate that fish species with high fat-content of non-metabolic tissues, e.g. eel, may accumulate polycyclic aromatic hydrocarbons (PAHs). Treatment of fish products, especially smoking, in general causes much higher levels of non-halogenated hydrocarbons in fish than environmental exposure to such substances.

1.3.1.3 Organometals

The single most serious incidence of human consumption of contaminated seafood, the ‘Minimata’ incident, was caused by an organometal. In this incident, methylmercury, produced by the methylation of industrially discharged mercury, was taken up by marine invertebrates and fish. Consumption of these products is thought to have been responsible for over 100 deaths and many cases of severe disability. In addition, organic forms of lead, tin, selenium, antimony and arsenic are found in the marine environment. With respect to metals (section 1.3.1.4), it is important to distinguish between organic metals or metalloids that may have metabolic roles, e.g. arsenobetaine in crustaceans and selenium-dependent enzymes, and those that have no known function, e.g. methylmercury, alkyl-lead and tributyltin. For reasons which are not entirely clear, methylmercury tends to accumulate in muscle, even in species with low-fat muscle tissue.

1.3.1.4 Non-organic metals

Metals can be divided into three principle groups: bulk metals, essential (trace) metals and non-essential (heavy) metals. Most metals do not form stable alkylated forms, but some (e.g. Cu, Hg) have high affinity for organic material and may be found associated with organic macromolecules in water and/or sediment. Hence, there is the need to consider the behaviour of the pollutant in the environment as well as in the organism. In any discussion concerning tissue metal levels it is vital to consider essential and non-essential metals separately. In addition, natural levels vary widely between species and taxonomic groups. Essential metals, i.e. elements which all living organisms need to exist, include Fe, Cu, Zn, Mn, Mo and Ni. Whereas the lack of one or more of these elements is not uncommon in terrestrial organisms, such deficiencies have not been reported for marine invertebrates or vertebrates. Non-essential metals, e.g. elements for which there is no known function, include Cd, Hg, Pb, Ag and Au. A typical difference in the accumulation of essential and
non-essential elements is the longer biological half-life of the latter. The highest levels of both essential and non-essential metals are generally found in the liver.

1.3.2 Life-stage interactions

In addition to the type and level of contaminant and its behaviour in the environment (air, water, sediment and their interfaces), the response of the organism will also depend on its developmental stage and the interaction between it and its environment. For example, the consequences of any impact of genotoxic compounds is likely to be far more severe if the impact is on germ cells than if it is on adult somatic cells. Embryonic and larval stages of organisms are generally recognised as being far more sensitive to contaminants than adult stages given their often unprotected nature and smaller size (larger surface area to volume ratio). Even in adults, however, the response to pollution, seen at each level of organisation, will depend on whether the organism has been previously exposed to the pollutant or is from a genotypically adapted population. The organism’s health, age, reproductive state and nutritional state will all affect its response to pollution load.

Furthermore, many organisms and particularly fish are mobile and operate in an open rather than closed system. Being mobile, they may potentially avoid discrete pollution incidents such as oil spills by moving around or away from the area. Alternatively, however, they may be exposed to a broader range of diffuse pollutants at various times and in various locations within their geographic range. Ideally, therefore, tracking an animal through its life cycle and geographic range may be important to determine cumulative toxic effects at different developmental stages.

1.3.3 Environmental factors

In addition to contaminants and stage specific responses, fish also have to respond to environmental change brought about by climatic conditions. Often, extremes of these natural factors can induce subcellular and physiological responses in fish similar to those caused by pollution. Environmental factors include: salinity, pH, temperature, current strength and oxygen levels. Impacts may include starvation, chemical stress from for example hypoxia, increased predation and altered population density (Bucke, 1993).

1.3.4 Summary

The combination of type and mixture of contaminant, its interaction with the environment and the life-stage of the organism being impacted, make it very difficult to tease out the specific impact of pollution on an organism over its lifetime when this impact is at a sub-lethal level. In addition, it makes the development of a conceptual model to illustrate this impact much more complicated. Indeed, to model all of these interactions together would require a complex multidimensional model. Whilst it is possible to do this, the model would become too complex to be readily interpretable visually. Consequently, a more simplistic schematic model is presented which allows the links between the hierarchic levels of biological response to be identified.
Fig. 1.1 Conceptual model.
1.4 Overview of the conceptual model

Figure 1.1 shows the conceptual model developed for this book. At its simplest, this model shows the possible mechanistic linkages between the various hierarchic levels of biological response to pollution from molecular to population and then socio-economic. However, in more detail, it could potentially provide the framework around which a mathematical model can be developed with predictive capability.

As already described, the focus of toxicological studies at a subcellular level has resulted in a good appreciation of how pollutants can affect DNA and proteins. To summarise, impacts of pollutants at a biochemical level can result in the induction of a variety of proteins and enzymes involved in xenobiotic detoxification, metabolism and excretion. The pathway induced depends on the species of contaminant but includes metallothioneins, stress proteins, CYP1A, UDP glucuronosyl and glutathione transferases and NADPH: quinone reductase (DT-diaphorase) (Fig. 1.1). Antioxidant defence systems include glutathione reductase and GSH:GSSG. In addition, glutathione peroxidases and lipid peroxidation and protein oxidation have been identified and enzymes such as superoxide dismutase and catalase have also been included in studies.

Direct damage to DNA caused by genotoxic xenobiotics and UV radiation, includes chromosomal aberrations such as micronucleus formation, DNA adducts (covalent attachments of a chemical to DNA) and strand breakage (Fig. 1.1). Although little is known about mechanistic links between DNA damage and effects on the individual and population, biomarkers like DNA strand breakage, chromosome aberration and DNA adducts have been correlated with mortality, malformations and fecundity. This is obviously, therefore, a direct route between subcellular damage and possible impacts on fecundity, larval survival and consequently population.

Many of the products of detoxification or the site of the detoxification process are the lysosomes (Fig. 1.1). Lysosomes are subcellular organelles bounded by a semi-permeable lipoprotein membrane that act optimally at an acid pH and are collectively capable of degrading all classes of macromolecules of endogenous (intracellular) and exogenous (extracellular) origin. Lysosomes appear to be ubiquitous in animal cells, with the notable exception of mammalian red blood cells, and their role includes sequestration of foreign compounds, the immune response and intracellular digestion as well as an involvement in reproduction, embryonic development and programmed cell death (apoptosis). In addition to the sequestration of pathogens, lysosomes also accumulate a diverse range of chemical contaminants from the environment, that are damaging to cells.

Chemical exposure can have a stabilising or destabilising effect on the lysosome membrane. In addition, it can activate or inhibit the acid hydrolases within the lysosome. In combination, membrane destabilisation and acid hydrolase activation leads to lysosomal damage and this has been described in a variety of finfish. Impacts on the lysosomal system, particularly in eggs and early life-stages of commercially important fish and molluscs, may have significant implications for higher levels of organisation. Additionally, effects on the lysosome rich liver and hepatopancreas of finfish and molluscs respectively have been reported and may be important because these tissues are central to numerous biological processes which become impaired.
However, pollutants may impact on the physiology and reproductive system of finfish in other ways. For example, the induction of detoxification systems required the diversion of energy away from other metabolic processes (Fig. 1.1). Sequestration of pollutants may, therefore, lead to reduced energy for growth and reproduction in exposed populations. The concept of scope for growth (SfG) was developed in fish but used more effectively with invertebrates. More recent approaches to examining the impact of xenobiotics on organism energetics include cellular energy allocation (CEA) and adenylate energy charge (AEC). Changes in energy balance related to rates of protein turnover have also been suggested as a potential mechanism which affects an individual’s fitness in terms of its potential to survive contamination and to reproduce under these conditions.

In addition, adverse effects of environmental pollutants are known to interact with the endocrine system (endocrine disrupters) in fish. Endocrine disrupters can affect normal function in all organs that are regulated by hormones. Also, small disturbances in endocrine function especially during early life-stages lead to adverse and lasting effects. For example, xenoestrogens have the potential to affect sex differentiation in fish, and steroid hormone dysfunction may link to embryonic malformation.

Cellular, tissue and organ pathologies such as fin erosion, ulcers and tumours are often recorded as evidence of pollution impact although their appearance is not enough to attribute them to pollutants. However, the relationship between particularly the liver as a site of detoxification, lysosome activity and the occurrence of neoplastic lesions in this tissue does suggest that a mechanistic link should exist. More difficult to interpret are the consequences of these pathologies on the fitness of the fish in terms of reproductive output and fecundity.

Impacts on reproduction and fecundity may ultimately be expressed at the population level. However, this is one of the most difficult steps to demonstrate scientifically. Changes in population may be linked with many other environmental parameters including changes in species interaction within a community. There are studies that have demonstrated the loss of species or reduction in populations in relation to pollution gradients. Examples of these include the impact of bleach kraft mill effluent (BMKE) on fish communities in Sweden. However, whilst correlations between population change and pollution load may be demonstrated, this does not prove cause and effect. Furthermore, studies on the impact of pollution on populations are not consistent. Other cases have shown that a particular fish population may increase in environments exposed to pollutants and that this is due to reduced competition for resources resulting from the loss of a competitor.

Although spatial differences in pollutant effects are commonplace, relatively little attention has been paid to differences between populations in the responses to pollution. One major problem is that in most marine and estuarine areas, stressors work in combination. Anthropogenic impacts on the environment, other than pollution, may work additively, antagonistically or synergistically to affect a population. It is, therefore, difficult to separate the effects of pollution from these other anthropogenic factors.

Pollutants can, however, be expected to exert strong selection pressures on a population. If the pollution load exceeds the ability to survive of some of the individuals within a population, this will lead to an increase in the frequency of tolerant genotypes. Those individuals within the population that have the ability to survive and reproduce under the pollution stress express these genotypes. There is evidence for differential pollution tolerances
between genotypes and for the predominance of such tolerant genotypes in field populations from exposed sites. However, these tolerant genotypes will result in a weaker population exhibiting effects such as increased mortality and reduced fecundity.

Selection caused by pollution, together with reduction in population sizes due to increased mortality, may also lead to a reduction in genetic variability of exposed populations which in turn has been shown to result in reduced fitness parameters like growth, fecundity and survival. Knowledge of such changes in population genetic structure is crucial for the assessment of the long-term effects of pollution, as populations may be able to adapt to certain pollutants but may lose genetic variability and fitness and, therefore, be more vulnerable to other stochastic events such as genetic drift, demographic stochasticity and environmental stochasticity.

There are two significant ways in which these combined effects of pollution on individuals and populations may have consequences on man. The first is through socio-economic impacts and the second is through human health implications. These, therefore, form the final links in the model (Fig. 1.1). Pollution impacts on fish species of economic importance may have two principle consequences. Firstly, if the impact results in a reduction of the fishery population, then there will be an equivalent reduction in economic benefit from the stock. Alternatively, however, there may not be a reduction in the quantity of the fish but in the quality of the product. These, together with any perceived human health-related aspects to impacted fish, could result in a collapse in that particular market with reduced prices for the product until such time as consumer confidence has been regained. The perceived effects of pollution may, therefore, be as important to the fishery as any actual pollution impact. Bioeconomic models are currently being developed which try to build in the impact of pollution on fisheries economics.

### 1.5 Conclusions

Based on this broad overview it is not difficult to construct a simplistic conceptual model from which evidence for the links between hierarchic levels of impact of pollution on fish can be examined. Whilst the model provides a useful framework around which the review can be developed, it is important to remember that there are many other factors, both biotic and abiotic, which affect an organism throughout its life. However, to incorporate these parameters into the conceptual model would make it too complicated to identify the potential mechanistic links between the levels of response.

This book presents a status report on the published relationships between each of the hierarchic levels of response to pollution from molecular to population and economic. It identifies and confirms links where possible, whether these are real or perceived, using literature on fish and, where necessary, invertebrates and other model organisms. The following chapters describe the impacts of pollution on and between each level of organisation in much more detail, highlighting links where applicable and homeostasis.
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Chapter 2

Genetic Damage and the Molecular/Cellular Response to Pollution
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2.1 Damage to DNA by oxygen radicals

2.1.1 Contaminants

A wide range of contaminants can give rise to an increased generation of free radicals, notably oxygen free radicals, also known as ‘reactive oxygen species’ (ROS) or ‘reactive oxygen intermediates’ (ROI). Elevation of ROS production with exposure to pollution can occur by several mechanisms. These include the uptake of redox cycling metals and organic xenobiotics, the metabolism of xenobiotics to redox cycling derivatives such as quinones and the induction of oxyradical generating enzymes (Livingstone et al., 1989).

Redox cycling contaminants include some transition metals such as iron, copper and manganese, and organic xenobiotics including aromatic diols and quinones, nitroaromatics, aromatic hydroxylamines, and bipyridyls (Di Giulio, 1991). Other contaminants such as polycyclic aromatic hydrocarbons (PAHs) can be metabolised to redox cycling compounds (i.e. quinones) through the cytochrome P450 system, previously called the mixed function oxidase or MFO system. This is a universally distributed system involved in the metabolism of both endogenous compounds and xenobiotics (see Chapter 3). In addition, the biotransformation enzymes cytochrome P450, cytochrome P450 reductase and other flavoprotein reductases are considered to generate ROS as by-products (Livingstone et al., 1989). Other enzymes that give rise to ROS formation are the peroxisomal oxidases, some of which are induced after exposure to peroxisome proliferating drugs and xenobiotics (Reddy & Mannaerts, 1994).

Peroxisome proliferators include a vast array of structurally unrelated compounds such as hypolipidemic drugs and other therapeutic drugs, phthalate ester plasticisers, steroids, pesticides, solvents and diverse industrial chemicals, food flavours, hydrocarbons (PAHs) and polychlorinated biphenyls (PCBs) (Beier & Fahimi, 1991; Bentley et al., 1993; Fahimi & Cajaraville, 1995; Lake, 1995). One common feature of these compounds or their metabolic derivatives is a hydrophobic-lipophilic backbone with an acidic function, generally a carboxylic group (Fahimi & Cajaraville, 1995).
2.1.2 Production mechanisms

2.1.2.1 General aspects

Reactive oxygen species (ROS) or reactive oxygen intermediates (ROI) consist of the superoxide anion radical (O$_2^-$), hydrogen peroxide (H$_2$O$_2$) and the hydroxyl radical (.OH). Other biologically relevant ROS include singlet oxygen and alkoxyl radicals. Superoxide anions are generated by enzymatic or non-enzymatic univalent reduction of oxygen. In the endoplasmic reticulum or microsomes where the cytochrome P450 system resides, O$_2^-$ can be generated by redox cycling or by other cytochrome P450 catalysed reactions. Following this, O$_2^-$ can dismutate to H$_2$O$_2$ either spontaneously or in a reaction catalysed by the antioxidant enzyme superoxide dismutase. H$_2$O$_2$ can be further reduced to give .OH by different mechanisms involving catalytic redox cycling of metals, biological metal chelates or other oxyradicals (Halliwell & Gutteridge, 1986). Iron is required for the production of .OH from H$_2$O$_2$ via the Fenton reaction and the conversion of O$_2^-$ to .OH via catalysis of the Haber-Weiss reaction (Halliwell & Gutteridge, 1986). Other transition metals such as copper and manganese can also catalyse the reaction.

Consequently, exposure to contaminants inducing the cytochrome P450 system leads to an increased generation of ROS in target cells (section 2.1.2.2). In addition, the metabolism of certain xenobiotics by microsomal enzymes can directly render free radical metabolites, which may themselves produce several deleterious effects.

Oxygen consumption and hence ROS production occurs by a multitude of oxidative processes in various cell compartments including the mitochondria, cytosol, endoplasmic reticulum, peroxisomes and lysosomes (Fig. 2.1). In specific cell types such as activated phagocytic cells, plasma membrane-bound NADPH oxidase is an important additional source of ROS (mainly O$_2^-$) during the oxidative burst (Adema et al., 1991; Wientjes & Segal, 1995). During the latter process, lysosomal myeloperoxidase catalyses the formation of hypochlorite or HOCl, a potent oxidant acting on amines, amino acids, thiols, thioethers, nucleotides and haemoproteins (Sies & de Groot, 1992).

The mitochondrial electron transport system is a well-known source of ROS, as demonstrated both in vivo and in vitro (Loschen & Flohé, 1971; Nohl & Hegner, 1978). The mitochondrial enzymes involved in ROS production include NADH-coenzyme Q complex, succinate-coenzyme Q complex, and coenzyme QH2-cytochrome c reductases complex (Kehrer, 1993). The ROS primarily generated in these reactions seem to be the superoxide anion that may give rise to H$_2$O$_2$ after dismutation.

In mammalian liver, peroxisome respiration can account for 10–35% of total respiration (de Duve & Baudhuin, 1966). The various flavin oxidases present in peroxisomes reduce molecular oxygen to H$_2$O$_2$. As well as generating 34% of the H$_2$O$_2$ found in the cell, peroxisomes also produce reduced amounts of O$_2^-$ by means of their xanthine oxidase, cytochrome b5, cytochrome P450 and 20 kDa membrane protein activities (Dhaunsi et al., 1992; Zwacka et al., 1994; Singh, 1997). This O$_2^-$ can then give rise to the extremely reactive hydroxyl radical in the presence of transition metals. The peroxisomal generation of ROS is greatly increased during peroxisome proliferation, a process characterised by induction of several ROS-producing peroxisomal enzymes (section 2.1.2.3).
There are reports indicating that oxyradicals (possibly superoxide but not hydrogen peroxide or hydroxyl radical) may be produced within the lysosomal compartment in association with the pynocytotic activity of molluscan digestive gland cells (Winston et al., 1991). Thus, non-fluorescent dihydrorhodamine 123 was endocytosed by isolated digestive gland cells and oxidised to give fluorescent products presumably by superoxide radicals within lysosomes. Additionally, several studies have demonstrated that oxyradicals generated in the cytosol can cross the lysosomal membrane and cause damage to the lysosomal membrane in a number of cultured mammalian cell systems (Brunk & Cadenas, 1988; Brunk et al., 1995; Roberg & Öllinger, 1998). According to these studies, hydrogen peroxide produced during oxidative stress may cross the lysosomal membrane. Inside the lysosome, the acidic pH and the occurrence of reducing compounds promotes iron reduction and Fenton reactions. This gives rise to hydroxyl radicals that can destabilise the lysosomal membrane through lipid peroxidation. This may cause leakage of lysosomal hydrolytic enzymes into the cytosol which can damage various cell organelles (section 2.1.3.6). In aquatic organisms, Winston et al. (1991) have found that ROS produced outside the lysosomal membrane cause a decrease in the stability of the lysosomal membrane in isolated mussel digestive gland cells.

Fig. 2.1 Endogenous sources of ROS. Production of ROS occurs in different cell compartments including plasma membrane, mitochondria, cytosol, endoplasmic reticulum, peroxisomes and lysosomes. The importance of the various routes of ROS production varies from cell to cell, depending on the relative abundance of each cellular compartment, the physiological status of the cell and the extracellular environment of the cell. Antioxidant enzymes are found in several cell compartments and act as a primary defence by scavenging newly produced ROS (refer to Fig. 2.5).
2.1.2.2 Induction of cytochrome P450 system

The cytochrome P450-catalysed insertion of oxygen into a substrate is the culmination of a process that reduces molecular oxygen to a species equivalent to an oxygen atom, in terms of electron count and reactivity. Uncoupling of catalytic turnover from substrate oxidation can divert the consumption of reducing equivalents toward the production of superoxide, $\text{H}_2\text{O}_2$, or water rather than substrate-derived products (reviewed by Ortiz de Montellano, 1995).

Several studies have demonstrated that exposure to a variety of contaminants including PAHs and PCBs induces the activity of enzymes of the cytochrome P450 system in fish, particularly of the CYP1A subfamily (Goksøyr & Förlin, 1992; Stegeman & Hahn, 1994; Bucheli & Fent, 1995; Goksøyr, 1995; see also Chapter 3) and this could lead to increased formation of ROS.

In rodents xenobiotics causing peroxisome proliferation induce enzymes of the peroxisomal $\beta$-oxidation and also the microsomal cytochrome P450 4A family or CYP 4A family (4A1, 4A2, 4A3) involved in the $\Omega$-oxidation of fatty acids (Bell et al., 1992; Muerhoff et al., 1992). Peroxisome proliferator response elements (PPREs) have been reported for rodent cytochrome P450 4A6 and P450 4A1 (Muerhoff et al., 1992; Aldridge et al., 1995; reviewed by Simpson, 1997). Intraperitoneal injection of peroxisome proliferators (the hypolipidemic drugs clofibrate or ciprofibrate) into bluegill ($\textit{Lepomis macrochirus}$) and catfish ($\textit{Ictalurus punctatus}$), causes induction of both CYP2M1 and CYP2K1 cytochrome P450 isozymes, known to be associated with lauric acid hydroxylase activity (Haasch, 1996; Haasch et al., 1998). As in mammals, induction was sex-specific, the protein being more inducible in male bluegill liver and in male catfish kidney and possibly liver.

2.1.2.3 Peroxisome proliferation

Peroxisomes are membrane-bound cytoplasmic organelles appearing in most eukaryotic cells (Hruban & Rechcigl, 1969). Although the enzyme composition of peroxisomes is variable depending on the species, organ or cell type studied, all peroxisomes contain a variety of $\text{H}_2\text{O}_2$ producing oxidases and catalase, which degrades $\text{H}_2\text{O}_2$ (de Duve, 1965; Hruban & Rechcigl, 1969; Böck et al., 1980; Fahimi & Cajaraville, 1995). Apart from their pivotal role in oxyradical metabolism, peroxisomes are involved in several aspects of lipid metabolism. These include $\beta$-oxidation of long chain and very long chain fatty acids, bile acid formation, biosynthesis of ether lipids, biosynthesis of cholesterol and dolichol, and catabolism of prostaglandins and leukotrienes (Reddy & Mannaerts, 1994; Singh, 1997).

One of the unique features of peroxisomes is their ability to undergo a massive proliferation, a phenomenon termed ‘peroxisome proliferation’ which is induced by a number of endogenous compounds and xenobiotics. Peroxisome proliferation consists of an increase in peroxisome number and fractional volume. This is usually accompanied by the induction of some peroxisomal enzyme activities, particularly those of the fatty acid $\beta$-oxidation system (Reddy & Mannaerts, 1994). Acyl-CoA oxidase (AOX), the enzyme catalysing the first reaction of the $\beta$-oxidation pathway, the multifunctional enzyme (enoyl-CoA hydratase/3-hydroxyacyl-CoA dehydrogenase/isomerase or PH) and thiolase (3-ketoacyl-CoA thiolase
or PT) are most significantly elevated both at the protein (up to 30x) and mRNA level. In contrast, the activity of catalase is not induced or is only slightly elevated (up to 4x) (Reddy & Mannaeuts, 1994; Fahimi & Cajaraville, 1995). Therefore, peroxisome proliferation is considered to be a potential source of oxidative stress for cells since ROS-generating enzymes are induced to a much higher extent than ROS-detoxifying catalase (Reddy & Lalwani, 1983; Nemal et al., 1989). This can be accentuated further by the fact that the antioxidant enzymes superoxide dismutase and glutathione peroxidase are inhibited in situations of peroxisome proliferation (Ciriolo et al., 1982; Awashi et al., 1984; Furukawa et al., 1985; Cattley et al., 1987).

Most studies on peroxisome proliferation have been carried out in mammalian systems. However, evidence clearly indicates that induction of peroxisome proliferation also occurs in invertebrates (Cajaraville, 1991; Fahimi & Cajaraville, 1995; Cajaraville et al., 1997; Canio et al., 1998) and fish (Yang et al., 1990; Mather-Mihaich & Di Giulio, 1991; Scarano et al., 1994; Pedrajas et al., 1996; Ruyter et al., 1997; Au et al., 1999). The initial experiments in fish were performed using typical mammalian peroxisome proliferators such as the hypolipidemic drugs ciprofibrate and gemfibrozil. Intraperitoneal injection of both drugs induces hepatic peroxisome proliferation in rainbow trout (Oncorhynchus mykiss) as measured by increased levels of AOX, PH, catalase, polypeptide PPA-80 and increased liver to body weight ratios (Yang et al., 1990; Scarano et al., 1994). Ciprofibrate injection also causes a 2.3-fold increase of peroxisomal volume density but no significant difference in peroxisomal numerical density (Yang et al., 1990). Comparable effects have been demonstrated in the Japanese medaka (Oryzias latipes) which when exposed to gemfibrozil, showed increases in peroxisomal AOX and PH (Scarano et al., 1994). Similarly, in in vitro experiments a strong and dose-dependent induction of AOX and PH has been found in rainbow trout isolated hepatocytes exposed to clofibrate and ciprofibrate but not to gemfibrozil (Donohue et al., 1993). Clofibrate and bezafibrate, administered to salmon (Salmo salar L.) hepatocytes in culture also resulted in an increased activity of AOX (Ruyter et al., 1997). In contrast to this, Pretti et al. (1999) were unable to detect any induction of several marker enzymes of peroxisome proliferation including AOX in sea bass (Dicentrarchus labrax) injected with clofibrate.

Apart from hypolipidemic drugs, certain environmental pollutants including various pesticides, bleached kraft pulp and paper mill effluents (BKME) and PAHs appear to cause peroxisome proliferation in fish liver. For example, exposure of the European eel A. anguilla to the pesticide dinitro-o-cresol (DNOC), resulted in a stimulation of peroxisomal enzymes (catalase, allantoinase and urate oxidase) and a higher number of peroxisomes in liver (Braunbeck & Völkl, 1991). Combined exposure to the pesticides endosulphan and disulphoton also provoked a transient increase in the absolute volume occupied by peroxisomes in liver of rainbow trout (Arnold et al., 1995). Peroxisome proliferation has also been reported in kidney proximal tubules of rainbow trout treated with atrazine and linuron (Oulmi et al., 1995a,b). Injection of the herbicide dieldrin in Sparus aurata markedly induced the activity of AOX and protein concentration of the peroxisomal fraction (Pedrajas et al., 1996). BKME has been shown to provoke increases in catalase, lauroyl CoA-oxidase and AOX in the channel catfish (Ictalurus punctatus) and induce an increase in the number of liver peroxisomes in Cottus gobio downstream of two paper mills (Mather-Mihaich & Di Giulio, 1991; Bucher et al., 1992). Following intraperitoneal injection of the
PAH benzo[a]pyrene in the demersal fish *Solea ovata*, increases in the numerical densities of hepatic lipofuscin granules and peroxisomes occurred, and most interestingly, these parameters were significantly correlated with EROD activities (Au *et al.*, 1999).

In mammals the induction of peroxisomal proteins is mediated by a ‘peroxisome proliferator-activated receptor’ (PPAR) which belongs to the nuclear hormone receptor superfamily of transcription factors together with the oestrogen receptor, the retinoid receptors and thyroid hormone receptors (Issemann & Green, 1990; Cancio & Cajaraville, 2000). Of the different PPAR isoforms found, only PPARα, and more recently PPARγ, appears to be related to peroxisome proliferation events in mammals. This PPARα binds to a peroxisome proliferator binding protein involved in the translocation of the PPARα from the cytoplasm to the nucleus (Reddy & Mannaerts, 1994). The PPARα then forms a heterodimer with a retinoid-X-receptor (RXRα) prior to binding to peroxisome proliferator response elements (PPRE) on the genes of the peroxisomal β-oxidation enzymes (Fig. 2.2). Apart from these peroxisomal β-oxidation enzymes, several mitochondrial (i.e. carnitine acetyltransferase), microsomal (i.e. cytochrome P450 4A1) and cytosolic (i.e. epoxide hydrolase) enzymes are also induced by peroxisome proliferators in mammals, the majority of which are involved in lipid metabolism and transport (Cancio & Cajaraville, 2000).

Leaver *et al.* (1997) found in the plaice (*Pleuronectes platessa*) that the promoters of the genes of the glutathione-S-transferase enzyme contain sequence elements identical to PPRE in mammals. The same authors have also cloned a plaice PPAR gene which may be more closely related to PPARγ than to PPARα, β or δ (Leaver *et al.*, 1998). Ruyter *et al.* (1997) had previously cloned a salmon (*Salmo salar* L.) PPARγ gene which is induced by clofibrate and bezafibrate in cultured hepatocytes. The three subtypes of PPAR have been detected in several tissues of adult zebrafish (*Danio rerio*) using immunohistochemistry (Cajaraville *et al.*, 2002).

Clearly, additional work is required on peroxisome proliferation in fish and other aquatic organisms given its importance as a mechanism of ROS production and its possible association with ROS-induced DNA damage and initiation/promotion of liver neoplasia. Hypolipidemic drugs, certain pesticides, BKME and benzo[a]pyrene appear to induce peroxisome proliferation in fish. Future studies should in part, therefore, evaluate the possible peroxisome proliferating ability of other environmentally relevant xenobiotics known to act as peroxisome proliferators in mammals (i.e. PCBs, phthalate ester plasticisers, steroids). In addition, the possible species and gender-specific sensitivity to peroxisome proliferators and their toxic effects also requires attention (Cancio & Cajaraville, 2000; Cajaraville *et al.*, 2002).

The effects of natural variables such as water temperature, salinity, season, reproductive stage and feeding habits on fish peroxisomes also need to be determined. For example, high fat diets, cold adaptation, vitamin E deficiency, riboflavin deficiency, genetic obesity, diabetes and starvation are known to induce peroxisomal changes in rodents (Bentley *et al.*, 1993). It has also been reported that peroxisomal enzyme activities and peroxisomal structure vary depending on season and tidal level in marine bivalve molluscs (Ibabe, 1998; Cancio *et al.*, 1999). Studies with the fish *Mugil cephalus* indicate that there are differences in liver peroxisomes depending on the age of the animals as well as on the sampling season and site (Orbea *et al.*, 1998a, 1999). In the brown trout (*Salmo trutta*) seasonal differences have been found in peroxisomal volume and surface densities and size (Rocha *et al.*, 1999).
Fig. 2.2  Model of the induction of peroxisomal and other proteins by the typical peroxisome proliferator clofibrate in rat hepatocytes. This process is mediated by a ‘peroxisome proliferator activated receptor’ (PPAR) which forms a heterodimer with the retinoic acid receptor (RXR) and then binds to peroxisome proliferator response elements (PPRE) on the genes of peroxisomal β-oxidation enzymes (acyl-CoA oxidase, AOX; multifunctional enzyme, PH; thiolase, PT) and other genes and activates their transcription. A member of the heat shock protein (HSP) family, the peroxisome proliferator binding protein (PPBP), is involved in the translocation of PPAR from the cytoplasm to the nucleus. In addition to PPAR, the activation of a protein kinase C (PKC) type receptor and the elevation of cytosolic calcium have also been implicated. Modified from Fahimi & Cajaraville (1995).
The influence of various confounding factors on peroxisomes of aquatic organisms has been reviewed (Cajaraville et al., 2002).

2.1.2.4 Markers of oxyradical production

The best markers of oxyradical production are those measuring directly the formation of radicals. However, the measurement of cytochrome P450 induction or peroxisome proliferation induction may also be used as indirect evidence of oxyradical production.

Induction of cytochromes P450 can be measured by enzymatic, immunochemical or molecular assays, using substrates, antibodies or probes, respectively, that specifically reflect the levels of a particular isozyme. For CYP1A induction, the 7-ethoxyresorufin O-deethylase (EROD) or aryl hydrocarbon hydroxylase (AHH) enzymatic assays have been shown to be specific. Alternatively, a number of studies have employed fish-specific CYP1A antibodies in immunochemical analyses such as ELISA, western blotting or immunohistochemistry (see review by Goksøyr & Husøy, 1998). The use of both an immunochemical technique and an enzyme assay gives additional quality control. This may be important in studies where samples may have been affected by inhibiting compounds, including high levels of pollutants such as PCBs, or by sample degradation during poor or difficult sampling conditions (Peters et al., 1994; Collier et al., 1995; Goksøyr & Husøy, 1998). These different methodological strategies have also been applied to the study of cytochromes P450 induced specifically upon peroxisome proliferation in fish (CYP2M1 and CYP2K1) associated with lauric acid hydroxylase activity (Haasch, 1996; Haasch et al., 1998).

Induction of peroxisome proliferation can be studied using complementary morphological and biochemical approaches (Cajaraville et al., 2002). In the former, peroxisomes are specifically stained by using enzyme histochemical methods for marker enzymes (the alkaline DAB method for catalase demonstration) or immunochemical methods. Then, the volume density, surface density, size and numerical density of peroxisomes are measured by means of quantitative microscopical methods such as stereology or image analysis (Beier & Fahimi, 1991; Fahimi & Cajaraville, 1995; Cajaraville et al., 1997, 2002). In the biochemical approach, the induction of the peroxisomal β-oxidation system is quantified either by measuring the activities of the peroxisomal β-oxidation enzymes (Acyl-CoA oxidase, multifunctional enzyme and 3-ketoacyl-CoA thiolase) or the protein levels by immunoblotting or immunocytochemistry.

It is necessary to apply the morphological and biochemical approaches simultaneously because certain peroxisome proliferators such as the drug BM-15766 induce significant proliferation of peroxisomes without simultaneous induction of peroxisomal β-oxidation (Baumgart et al., 1990). With rare exceptions (Yang et al., 1990; Au et al., 1999) the few studies reporting peroxisome proliferation in fish have used only biochemical enzyme measurements, complemented in some cases with qualitative estimates of peroxisome size or numbers. The application of quantitative methods to assess peroxisome size or numbers is of utmost importance in environmental studies to allow correlations to be determined between peroxisomal parameters and other biomarker measurements and environmental pollution levels.
2.1.3 Protection mechanisms

2.1.3.1 Induction of antioxidant enzymes

Animal cells possess a defence system for the detoxification of potentially harmful oxygen free radicals, most importantly the antioxidant enzymes catalase, Cu,Zn-superoxide dismutase (Cu,Zn-SOD), Mn-superoxide dismutase (Mn-SOD) and glutathione peroxidase (GPX) (Fig. 2.3). The antioxidant enzymes are localised in the sites of oxyradical generation in order to defend the cell from the deleterious effects of these highly reactive molecules. Catalase and GPX decompose H₂O₂. Catalase is located in the peroxisomes and is the most abundant of the peroxisome enzymes (50% in liver peroxisomes). Cu,Zn-SOD is mainly a cytosolic enzyme that converts O₂⁻ to H₂O₂. It has also been found in the matrix of peroxisomes in human hepatocytes and fibroblasts (Keller et al., 1991; Crapo et al., 1992) and in rat hepatocytes (Chang et al., 1988; Dhaunsi et al., 1992). The mainly mitochondrial Mn-SOD has also been located in peroxisomes, more specifically to the peroxisomal membrane, while GPX has been demonstrated to be partially a peroxisomal membrane enzyme in rat liver (Dhaunsi et al., 1993; Singh et al., 1994; Singh, 1997). In fish, Cu,Zn-SOD has been found in isolated peroxisomal fractions of the gilthead seabream (Sparus aurata) (Pedrajas et al., 1996). More recently, in mullet (Mugil cephalus) hepatocytes, Cu,Zn-SOD and GPX, but not Mn-SOD, have been found to be localised within peroxisomes (Orbea et al., 1998b, 2000). The peroxisome is, therefore, a cell organelle with active implication in

---

**Fig. 2.3** Roles of the antioxidant enzymes catalase, superoxide dismutase (SOD), glutathione peroxidase (GPX) and other primary antioxidant defences in ROS detoxification. The involvement of other glutathione-requiring enzymes in these processes, i.e. glutathione-S-transferase (GST) and glutathione reductase (GRE) is also indicated. GSH, reduced glutathione; GSSG, glutathione disulphide.
oxyradical metabolism and homeostasis, since it is an important site for oxyradical production (Fig. 2.1) and for the activity of antioxidant enzymes (Figs 2.1 and 2.4).

Induction of antioxidant enzymes can be used as an exposure biomarker of pollutants acting through enhanced generation of ROS. These pollutants include some transition metals and other redox cycling compounds, xenobiotics metabolised through the cytochrome P450 system and peroxisome proliferators.

There is increasing laboratory and field-based evidence of antioxidant enzyme induction in fish treated with oxyradical-generating contaminants. Hepatic peroxisomal catalase is increased transiently in fish treated with the redox cycling herbicide paraquat (Di Giulio et al., 1989). However, SOD activity is diminished in fish (Sparus aurata) injected with the same herbicide but increases in Cu-injected animals (Pedrajas et al., 1995). Injection of the insecticide dieldrin in Sparus aurata induces the activity of catalase and SOD (Pedrajas et al., 1996). Similarly, catalase activity has been induced in the livers of rainbow trout injected with ciprofibrate, Ictalurus punctatus exposed to BKME, Anguilla anguilla exposed to dinitro-o-cresol and I. punctatus and Limanda limanda exposed to PAHs (Yang et al., 1990; Mather-Mihaiich & Di Giulio, 1991; Braunbeck & Völkl, 1991; Di Giulio et al., 1993; Livingstone et al., 1993). However, the combined exposure to disulphoton and endosulphan had no effects on catalase activity in rainbow trout (Arnold et al., 1995). In sea bass (Dicentrarchus labrax) and dab (L. limanda), intraperitoneal injection of 3-methylcholanthrene caused only slight and transient induction of catalase and SOD (Lemaire et al., 1996). Injection of β-naphthoflavone in rainbow trout marginally and transiently induced SOD while catalase activity was reduced (Lemaire et al., 1996).

In field studies, catalase and other antioxidant enzyme activities increased in the livers of grey mullets (Mugil sp.) sampled from an area polluted with metals, polycyclic aromatic hydrocarbons, polychlorinated biphenyls and pesticides when compared with a reference area (Rodríguez-Ariza et al., 1993). Similarly, catalase and SOD activities decrease away from coastal organic contamination in liver of dab (L. limanda), from the North Sea and, with some exceptions, in larvae of sardine (Sardina pilchardus), from the Biscay Gulf (Livingstone et al., 1992; Peters et al., 1994). In a field study carried out in the Mediterranean Sea with red mullet (Mullus barbatus), catalase activity was maximal in the site with highest levels of pollution and minimal in a reference site, but varying responses were found regarding SOD, GPX and DT-diaphorase (Burgeot et al., 1996a). No changes in SOD activity were detected in chub (Leuciscus cephalus) from a polluted river when compared with those from reference river areas, although livers of polluted fish contained higher concentrations of transition metals, especially copper and iron, which are known redox cycling compounds (Lenártová et al., 1997). In a study carried out in the Great Lakes, the activity of catalase was higher in lake trout (Salvelinus namaycush) from a reference lake when compared with those from a contaminated lake (Palace et al., 1998).

Consequently, it appears that oxyradical-generating contaminant exposure is not always matched by antioxidant enzyme induction in fish. Furthermore, the interpretation of data on antioxidant enzyme activities is often obscured by the fact that several abiotic and biotic variables may also influence their activity. Environmental factors such as water temperature, salinity, season and feeding habits are known to exert changes on antioxidant enzyme activities in fish. Radi et al. (1987) have analysed the effect of the feeding habit on antioxidant enzyme activities. Seasonal, geographical and species-specific variations have been
Fig. 2.4 Subcellular localisation of antioxidant enzymes in mammalian and fish hepatocytes. The fish model is based on immunocytochemical studies carried out with mullet (Mugil cephalus). Special emphasis has been placed on the role of hepatic peroxisomes as sites of ROS production and detoxification.
reported in the activities of catalase and SOD in three species of freshwater fish (Palace & Klaverkamp, 1993). In addition, catalase activity is decreased during cold adaptation in the hepatocytes of the golden ide (*Leuciscus idus melanotus*) (Braunbeck *et al.*, 1987).

### 2.1.3.2 Oxyradical scavengers

Whilst there are specific enzymes that catalyse reactions to eliminate superoxide anions and hydrogen peroxide, there is no enzyme activity specifically involved in the elimination of the highly reactive hydroxyl radicals (Brunk & Cadenas, 1988). However, hydroxyl radicals, together with other radicals generated via lipid peroxidation or via xenobiotic metabolism, can be neutralised through the interaction with small molecules known as ROS scavengers (Fig. 2.3). These can be either hydrophilic molecules (glutathione, vitamin C or ascorbate, urate) or lipophilic molecules (vitamin E or tocopherols, vitamin A or retinoids, carotenoids). These low molecular weight ROS scavengers have been shown to be elevated in some contaminant-induced oxidative stress situations (Andersson *et al.*, 1988).

However, in a study in the Great Lakes, trout from the reference Lake Superior had greater concentrations of tocopherol in liver and kidney than fish from the contaminated Lake Ontario. However, total alcohol and esterified concentrations of retinoids were higher in the kidneys of trout from Lake Ontario (Palace *et al.*, 1998). Hepatic and renal ascorbic acid concentrations were not different between the two populations.

### 2.1.3.3 Glutathione status

Organic xenobiotics usually undergo biotransformation via phase I (cytochrome P450 system) and phase II or conjugative reactions which produce derivatives that may be readily excreted in urine. Conjugation with reduced glutathione (GSH) is a very important route of detoxification of electrophilic xenobiotics and is catalysed by glutathione-S-transferases or GST, a multigene family of enzymes (James, 1987; George, 1994).

Reduced glutathione also acts as a ROS scavenger and protects cells against oxidative stress. Additionally, glutathione and other cellular thiols have been shown to protect cells from metal toxicity through their ability to sequester the metals. The importance of cellular glutathione status in metal toxicity has been underlined in an *in vitro* study using a continuous rainbow trout cell line (Maracine & Segner, 1998). Thus, the toxicity of Hg, Cu and Cd was significantly increased in GSH-depleted cells, whereas the toxicity of Zn, Ni and Pb was not altered. In a fish hepatoma cell line (*Poeciliopsis* hepatoma cells), Cd treatment led to significant increases of GSH, Zn treatment produced no change in GSH and treatment with H$_2$O$_2$ reduced cellular GSH concentration (Schlenk & Rice, 1998).

Usually, xenobiotics that cause induction of the cytochrome P450 system (such as PAHs or the model drug phenobarbital) also cause an elevation of GSH-requiring enzyme levels and reduction of cellular GSH concentrations (Peterson & Guengerich, 1988). Also, lipid peroxidation products reduce the levels of reduced glutathione, thus leading to alterations in the redox status of cell (Viarengo, 1989). Examples of contaminant-related induction of GST have been reported in rainbow trout exposed to disulphoton and endosulphan in combination (Arnold *et al.*, 1995).
However, no induction of GST has been found in sea bass (*Dicentrarchus labrax*) injected with the three model PAHs and typical inducers of the cytochrome P450 1A system: benzo[a]pyrene, 3-methylcholanthrene and β-naphtoflavone (Lemaire *et al*., 1992, 1996; Novi *et al*., 1998). The lack of co-induction of CYP1A and GST indicates that in fish these two xenobiotic metabolising systems might be regulated independently at the transcriptional level.

In field studies, GPX and GST activities were higher in chub (*Leociscus cephalus*) from polluted areas than those from reference river areas, while GRE activity was not significantly changed (Lenártová *et al*., 1997). In two freshwater fish species, gudgeon (*Gobio gobio*) and roach (*Rutilus arcosa*), animals from contaminated sites showed reduced GSH concentration and elevated GPX and GRE activities but a tendency to decrease GST activity (Almar *et al*., 1998). However, decreases in GPX activity with contamination have also been reported. For instance, trout from the relatively uncontaminated Lake Superior had greater hepatic and renal activities of GPX than fish from the contaminated Lake Ontario (Palace *et al*., 1998).

Peroxisome proliferators such as hypolipidemic drugs generally decrease GSH-requiring enzyme levels, i.e. GST and GPX levels, in mammals (Ciriolo *et al*., 1982; Awashi *et al*., 1984; Furukawa *et al*., 1985; Cattley *et al*., 1987). The inhibition of these enzymes has been linked with the increased generation of ROS caused by peroxisome proliferators (Furukawa *et al*., 1985). A similar pattern of response has been demonstrated in fish. For example, the herbicide dieldrin caused induction of peroxisomal ROS-producing enzymes and ROS-mediated decreases in microsomal GST activity (Pedrajas *et al*., 1995, 1996). Malathion injection also led to reduced GST activities in fish (Pedrajas *et al*., 1995). However, it has been been shown that GST genes from plaice (*Pleuronectes platessa*) are up-regulated after administration of peroxisome proliferators, and the products of these genes appear to be efficient in the conjugation of some of the end products of lipid peroxidation (Leaver *et al*., 1997; Leaver & George, 1998). Similarly, sea bass (*Dicentrarchus labrax*) injected with clofibrate showed significantly induced hepatic GST activity (Pretti *et al*., 1999).

### 2.1.3.4 Induction of metallothioneins

Metallothioneins (MT) are cytosolic and nuclear proteins that are induced by and bind mono- and divalent metals such as Cu, Zn, Cd and Hg (Kägi, 1993). This peculiar low-molecular-weight protein consists of 20–30% cystein and few or no aromatic amino acids. All the cystein appears to be involved in metal-binding (Nielson *et al*., 1985; Huang, 1993). Metallothionein is present in the tissues of most vertebrates and some invertebrates. More than ten isoforms have been described for some mammalian species, whereas there is generally one or two isoforms in fish (Gedamu *et al*., 1993; Olsson, 1993). The main function of MT has been thought to be its involvement in the regulation of intracellular Zn and/or Cu availability (Bremner, 1991a,b; Bremner, 1993). Other proposed functions include free radical scavenging, metal detoxification and its presence as part of the acute phase response (Marafante *et al*., 1972; Marafante, 1976; Thornally & Vasak, 1985; Schroeder & Cousins, 1990).

There are few studies that directly address the function of MT in fish. The fact that metallothionein will bind nearly all Cd in fish liver cells was the major reason for the initial interest in the protein – as a detoxifying mechanism for Cd and possibly other metals (Hamilton
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& Mehrle, 1986; Cosson et al., 1991; George & Olsson, 1994). Some fish species have been found to have phenomenal levels of metals in their tissues, especially in liver. In some tropical fish species high natural metal (Zn) levels have been suggested to be associated with reproductive processes, although it is unclear why these particular species should require more Zn than other related species (Hogstrand et al., 1996; Hogstrand & Haux, 1996). Similarly, the white perch (Morone americana), accumulates high Cu levels in the liver in an age-dependent fashion (Bunton et al., 1987; Bunton & Frazier, 1989).

Knowledge of the regulation of MT in different fish species has increased (Zafarullah et al., 1989; Kille et al., 1993; Olsson et al., 1995). Consequently, it appears that there are species-dependent differences in the structure of metal promoter regions (MREs), but there are also other factors that influence the sensitivity of fish species to metal exposure (Olsson & Kille, 1997).

In the liver of fish under nearly all conditions, the concentrations of Zn and Cu will supersede the concentrations of toxic metals such as Cd by orders of magnitude. The non-essential metals, e.g. Cd and Hg, have higher affinity for metallothionein than Zn and will thus preferentially be bound to MT, thereby liberating Zn which is thought to interact with cytosolic elements to induce MT synthesis. Considering the levels of Zn naturally present in the cell, it is somewhat surprising that such small increases induce MT synthesis. There is no doubt, however, that exposure to both essential and non-essential metals does cause induction of MT mRNA and MT protein in fish tissues (George & Olsson, 1994). Studies on haemoglobin-less Antarctic fish indicate that there are mechanisms for the expression of MT protein other than through Zn promotion. In these fish, MT is found at very low basal levels (hardly detectable), but protein synthesis is strongly induced following Cd exposure (Carginale et al., 1998; Scudiero et al., 1992, 1997).

The molecular properties of metallothionein have made it a candidate for being a free radical scavenger (Thornally & Vasak, 1985; Hidalgo et al., 1988; Sato, 1991). Indeed, studies in mammalian systems have indicated that metallothionein provides protection against free-radical generating treatments, although there is some controversy concerning the mechanism (Min et al., 1993). However, increased content of MT protein does appear to provide protection against DNA damage in mammalian systems (Abel & de Ruiter, 1989; Chubatsu & Meneghini, 1993; Cai & Cherian, 1996).

There is not overwhelming evidence for an involvement of MT in antioxidant processes in fish, but there are some indications. Olsson and co-workers have identified promoter-regions in fish MT genes (AP1) that indicate that synthesis of MT in fish could be induced by exposure to free radicals (Kling & Olsson, 1995; Olsson & Kling, 1995). Furthermore, an induction of MT was seen in fish cell cultures following exposure to hydrogen peroxide (Kling et al., 1996). As yet, there is no knowledge of whether increased MT levels in fish tissues or cells confer protection against DNA damage.

2.1.3.5 Induction of stress proteins

‘Stress proteins’ is a general term used to describe any protein for which there is an increased synthesis in response to a stressor. In addition to heat-shock proteins (HSPs), this term also includes metallothionein, heme oxygenase and acute phase proteins. Only HSPs will be considered here.
Heat-shock proteins, or HSPs, are a heterogeneous collection of proteins that are induced by thermal shock, contaminant exposure and other stressors (Anderson, 1989; Lindquist & Craig, 1988). The HSPs are generally denoted by their apparent size in SDS-polyacrylamide electrophoresis and the most commonly used categories are: HSP100 (100 kDa), HSP90 (90 kDa), HSP70 (70–75 kDa), HSP60 (58–65 kDa) and low-molecular-weight HSPs (16–35 kDa). Much of the interest in HSPs has been triggered by the observation that these proteins are highly conserved between different animal phyla and appear to be present in all living organisms (Miller, 1989).

Heat-shock proteins have many different functions in cells. Whereas HSP70s appear to be ‘chaperonins’, predominantly involved in the handling of other proteins, HSP90s appear to be involved in the regulation of the synthesis of other proteins and ubiquitin in the removal of damaged proteins. There is also a related group of membrane-bound proteins of similar sizes, glucose regulated proteins (GRP), that also appear to be involved in the handling of proteins in the cell.

There are indications that increased synthesis of HSPs may confer protection against DNA damage in mammalian systems (Minisini et al., 1994; Richards et al., 1996; Kwak et al., 1998) or protect against apoptosis (Samali & Cotter, 1996).

The similarity of HSPs between species has prompted studies using various aquatic organisms and antisera raised against human or rodent HSPs. These have mostly focused on invertebrates rather than fish (Sanders & Martin, 1993; Lawrence & Nicholson, 1998). There is thus limited knowledge concerning the presence and behaviour of HSPs in fish tissues (reviewed by Iwama et al., 1998). As with mammalian HSPs, there appear to be both stressor inducible HSPs and HSPs that are constitutively expressed, but that are not inducible by heat stress or contaminants (Grøsvik & Goksøyr, 1996). A range of different HSPs have been described, mainly from cell line studies or studies with primary cell cultures. The major families of stress proteins, together with their location and function, are shown in Table 2.1. The current knowledge of whole-fish HSP responses to contaminants or other environmental stressors is not sufficient to indicate whether HSPs may provide protection against damage to DNA in fish tissues.

2.1.3.6 Lysosomal sequestration

Lysosomes are cytoplasmic organelles involved in several important cell functions. These include the digestion of both endogenous materials, such as cellular macromolecules and organelles, and exogenous materials internalised through endocytic and phagocytic processes.

Lysosomes are able to accumulate and sequester a wide range of both organic and inorganic chemical compounds (Moore, 1980). This protects the cell by isolating potentially toxic compounds within the membrane-bounded lysosome compartment. In addition, lysosomes are also involved in the sequestration of oxidatively damaged lipids, proteins and carbohydrates caused by xenobiotic induced cell injury. These sequestered macromolecules may be further degraded in the lysosome and the degradation products made available to the cell for reuse, or eliminated through exocytosis. For example, the end products of lipid peroxidation accumulate in lysosomes where they precipitate in the form of an insoluble and undegradable fluorescent pigment called lipofuscin (Sunderman, 1986; Sohal & Brunk, 1990).
However, the protective role of lysosomes can be reversed once the storage capacity of these organelles is overloaded. This could in turn lead to severe damage of the lysosomal membrane. Injury to lysosomes may also occur through direct damage to the lysosomal membrane by toxic compounds or by oxyradicals produced during metabolism of certain xenobiotics (Winston et al., 1991). Due to the pivotal role of lysosomes in intracellular degradation of both exogenous and endogenous macromolecules, impairment of lysosomes could cause severe metabolic disorders and pathological alterations including preneoplastic and neoplastic liver lesions in fish (Köhler, 1991; Köhler et al., 1992; Köhler & Pluta, 1995) (see also Chapter 4). Furthermore, the damage of lysosomal membranes results in the release of lysosomal acid hydrolases into the cytosol, as demonstrated by in situ enzyme cytochemistry at the ultrastructural level (Cancio et al., 1995), and this could give rise to a cascade of alterations involving nearly all cell components and ultimately cell death.

Table 2.1  **Major families of stress proteins together with their location and function** (adapted from Parsell & Lindquist, 1993 and de Pomerai, 1996).

<table>
<thead>
<tr>
<th>Protein family</th>
<th>Monomer size (KDa) and Eukaryotic location</th>
<th>Stress functions</th>
</tr>
</thead>
<tbody>
<tr>
<td>HSP 100</td>
<td>80–110 KDa, Cytoplasm, nucleus</td>
<td>Extreme heat tolerance, ethanol tolerance, regulation of CLpP protease, disaggregation of protein complexes</td>
</tr>
<tr>
<td>HSP 90</td>
<td>82–96 KDa Cytoplasm, ER, nucleus</td>
<td>ATP dependent chaperone, folding and functional association with kinases, steroid receptors. Under normal conditions modulates many cellular activities by binding target proteins. Under stress conditions, synthesis increases and may redirect cellular metabolism to enhance tolerance. Specific mechanism not identified</td>
</tr>
<tr>
<td>HSP 70</td>
<td>67–76 KDa, Different members occupy different compartments: cytoplasm, nucleus, mitochondria, chloroplast, ER</td>
<td>ATP dependent molecular chaperone with ATPase activity, conveys unfolded proteins to various cell compartments, association with misfolded proteins to allow refolding where possible, breaking up of protein aggregates and vectoring badly damaged proteins for destruction by ubiquitination and proteolysis</td>
</tr>
<tr>
<td>HSP 60</td>
<td>58–65 KDa, Mitochondria</td>
<td>ATP dependent molecular chaperone. Major mitochondrial HSP 60 that acts to receive and correctly fold mitochondrial proteins imported from the cytoplasm. At least one other family member may act in a similar fashion in the ER lumen. Under normal conditions binds incompletely folded proteins and directs the folding peptide to the correct conformation. Chaperonin synthesis increases under adverse conditions</td>
</tr>
<tr>
<td>HSP 27</td>
<td>16–28 KDa, Cytoplasm, ER, nucleus</td>
<td>Various ATP independent chaperone functions, inhibition of actin polymerisation. Synthesis induced under adverse conditions. Little known regarding specific cellular functions</td>
</tr>
<tr>
<td>HSP 10</td>
<td>9–12 KDa, Mitochondria, chloroplasts</td>
<td>Stimulates hsp 60 functions</td>
</tr>
<tr>
<td>Ubiquitin</td>
<td>8 KDa, Cytoplasm, nucleus</td>
<td>Tags irreversibly denatured HSP 70 associated proteins for proteolytic degradation</td>
</tr>
</tbody>
</table>
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Fig. 2.5 Damage caused by reactive oxygen species. Reactive oxygen species or ROS are produced through different mechanisms in aerobic organisms. A major part of these are detoxified by primary cellular antioxidant defences and secondary repair systems. However, when ROS production mechanisms overwhelm cellular defences, ROS can readily interact with cellular macromolecules. The schematic diagram shows the main cellular targets of ROS-induced damage. Lipids, proteins and DNA are all known to be target molecules of ROS and their alterations can give rise to a cascade of events eventually leading to cell injury and dysfunction.
2.1.3.7 Markers of cell protection against oxyradicals

Enhanced activity/expression of antioxidant enzymes and increased concentrations of non-enzymatic ROS scavengers including glutathione, metallothioneins and possibly stress proteins all represent possible markers of cell protection against oxyradicals. Methods to determine antioxidant enzyme activities, glutathione and other related parameters have been reviewed by Lackner (1998). The concentration of metallothionein in tissues can be determined using immunochemical methods (RIA, ELISA) (Hogstrand & Haux, 1990; Hylland, 1999), electrochemical methods (differential pulse polarography (Olafson & Olsson, 1991), metal-replacement assays (Piotrowski et al., 1973; Scheuhammer & Cherian, 1986; Bartsch et al., 1990), chromatographic separation followed by metal or protein quantification (Carpenè & Vasak, 1989) or spectrophotometric methods (Viarengo et al., 1997). To study induction kinetics, MT mRNA can be determined, most commonly by Northern blot or slot-blot. Heat-shock proteins (HSP) are highly conserved and antisera produced against mammalian HSP cross-react with peptides (presumably HSPs) in invertebrates (Lawrence & Nicholson, 1998) and fish. As there is some uncertainty as to the nature of the proteins actually being measured, HSP is most commonly determined semi-quantitatively using Western blot (electrophoretic separation followed by immunochemical identification and densitometric quantification) (Dunlap & Matsumura, 1997). Induction kinetics are generally studied using quantification of HSP mRNA (Abe et al., 1995).

The extent of lysosomal accumulation and sequestration of ROS-producing xenobiotics may represent a sensitive index of cell protection against ROS. A simple autometallographical method coupled to image analysis has been applied in aquatic organisms to assess intralysosomal accumulation of metallic contaminants (Soto et al., 1996; Soto & Marigómez, 1997). The intralysosomal accumulation of lipid peroxidation end products in the form of lipofuscin can be measured by using specific stains for lipofuscins (e.g. Schmorl reaction) and image analysis, as mentioned above (Moore, 1990; Krishnakumar et al., 1995).

Since the accumulation of ROS-producing xenobiotics or ROS-damaged cellular macromolecules could severely injure the lysosomal membrane, assessment of the integrity of the lysosomal compartment appears necessary. This could be accomplished by measuring lysosomal enzyme activity (acid phosphatase, β-glucuronidase and other acid hydrolases), lysosomal membrane stability, and lysosomal structure (volume density, surface density, surface to volume ratio and numerical density) (see review by Cajaraville et al., 1995). Other methods developed more recently include the measurement of lysosomal biomarker protein levels through the use of specific antibodies by quantitative immunoblotting or immunohistochemistry (Lekube et al., 1998, 2000). The in vitro neutral red assay has also gained increased attention as a measure of endocytic-lysosomal function in molluscan isolated digestive cells and haemocytes (Lowe et al., 1995; Cajaraville et al., 1996; Robledo & Cajaraville, 1996) and in fish blood cells (Lowe et al., 1992).

2.1.4 Damage

ROS can cause severe damage to cellular macromolecules through the oxidation of DNA, membrane lipids and proteins (Fig. 2.5). As cells possess efficient antioxidant systems to detoxify ROS (section 2.1.3), the extent of damage to cellular macromolecules will depend
on the balance between ROS production and detoxification. In addition to antioxidant ‘primary defences’ that prevent ROS production, there is a group of ‘secondary defences’ that repair oxidatively damaged DNA, proteins and lipids (Davies, 1986; Kehrer, 1993). The latter include DNA repair mechanisms, considered in detail in sections 2.2.1.2 and 2.2.2.4, and a number of proteases and lipases that may degrade damaged proteins and oxidised fatty acids, respectively. Higher level consequences of ROS-induced oxidative damage may include tumour formation and other oxyradical-mediated diseases (sections 2.1.5 and 2.4) but these would greatly depend on several factors such as the species, organ or cell type considered.

2.1.4.1 Oxidative DNA damage

Free radicals and other ROS are very reactive molecules that can readily react with DNA and other cellular macromolecules. For example, it has been demonstrated that hydroxyl radicals damage DNA by converting guanine to 8-hydroxyguanine (Kasai & Nishimura, 1986). In addition, the products of oxyradical-induced lipid peroxidation are known to react with DNA (Comporti, 1985; Viarengo, 1989). Therefore, overproduction of ROS during xenobiotic metabolism or in situations of peroxisome proliferation can cause direct damage to DNA (Di Giulio et al., 1993). Nishimoto et al. (1991) have reported oxidative DNA damage in English sole (Parophrys vetulus) exposed to nitrofurantoin. Furthermore, studies in the same fish species indicate that DNA lesions induced by oxidative injury are causally linked to tumourigenesis (Malins & Haimanot, 1991; see section 2.1.5.1).

An interesting model linking oxidative DNA damage to tumourigenesis is the peroxisome proliferation model. However, most of the data on peroxisome proliferators and carcinogenesis has been produced in mammals rather than fish. It has been shown, for example, that peroxisome proliferators induce hepatocarcinomas in rodents under chronic exposure. Since this class of xenobiotics is non-mutagenic and non-genotoxic, the neoplastic transformation of liver cells could be caused by the oxidative damage to DNA related to an imbalance between oxyradical producing processes and antioxidant defences (Reddy & Lalwani, 1983; Reddy & Rao, 1989). Indeed, the administration of some peroxisome proliferators has been shown to increase the levels of 8-hydroxy-deoxyguanosine in rat liver DNA (Takagi et al., 1990).

2.1.4.2 Lipid peroxidation

Lipid peroxidation refers to the oxidative deterioration of polyunsaturated lipids and occurs in several steps (Gutteridge & Halliwell, 1990). During the initiation step, ROS react with polyunsaturated fatty acid chains resulting in the subtraction of a hydrogen atom and production of semi-stable lipid hydroperoxides. These molecules evolve rapidly into lipid radicals that, upon reaction with fatty acids, can cause impairment of cell membrane structure and function. As a result of this oxidative damage a complex mixture of molecules such as aldehydes is produced, which could further react with thiol and amino groups of proteins and, most importantly, with DNA. The end products of oxidative membrane damage can precipitate in the form of lipofuscin, an insoluble pigment which has been found
to accumulate in cells of aquatic organisms treated with contaminants (Wolfe et al., 1981; Aloj Totaro et al., 1986; Pipe & Moore, 1986; Viarengo, 1989; Cajaraville et al., 1990; Moore, 1990; Krishnakumar et al., 1995). In fish, Aloj Totaro et al. (1986) have reported an increased formation of lipofuscins in the nervous tissue of *Torpedo marmorata* upon copper exposure. More recently, applying quantitative morphometric methods, Au et al. (1999) found increased lipofuscin granules in the hepatocytes of *Solea ovata* injected with benzo[a]pyrene. The increased number of lipofuscin granules were suggested to be linked to increased lipid peroxidation driven by ROS produced during redox cycling of benzo[a]pyrene quinone metabolites. The occurrence of lipid peroxidation in biological membranes causes impaired membrane functioning, decreased membrane fluidity, inactivation of membrane bound receptors and enzymes and increased non-specific permeability to ions such as calcium (Gutteridge & Halliwell, 1990).

It is widely accepted that pollutant-induced ROS can initiate or promote lipid peroxidation (Comporti, 1985; Brunk & Cadenas, 1988; Farber et al., 1990; Gutteridge & Halliwell, 1990). For instance, heavy metal-induced lipid peroxidation has been reported extensively for transition metals, especially copper and iron, and to a lesser extent lead and zinc. Radi and Matkovics (1988) have reported increased lipid peroxidation in carp (*Cyprinus carpio*) exposed to copper and zinc and similar results have been found for gilthead seabream (*Sparus aurata*) injected with polar xenobiotics, copper and paraquat (Pedrajas et al., 1995). This has also been reported in rainbow trout (*Oncorhynchus mykiss*) treated with endosulfan and disulphoton simultaneously (Arnold et al., 1995). In addition, there is evidence that exposure to PAHs can result in lipid peroxidation in fish such as channel catfish (*Ictalurus punctatus*) and dab (*Limanda limanda*) (Di Giulio et al., 1993; Livingstone et al., 1993). The fish peroxisome proliferators dieldrin and clofibrate caused lipid peroxidation in *S. aurata*. This was detected by an increase in the levels of microsomal thiobarbituric acid reactive substances in the fish, whilst malondialdehyde content was not altered (Pedrajas et al., 1998). In contrast to results obtained in laboratory experiments, field studies have shown unchanged lipid peroxidation levels in control and contaminated fish populations, this probably reflecting an adaptation to the chronic oxidising conditions in contaminated fish (Lenártová et al., 1997).

### 2.1.4.3 Alterations in protein function

Another known consequence of enhanced ROS production is enzyme inactivation (Wolff et al., 1986). For instance, ROS oxidise several membrane proteins such as sodium channels and Ca-ATPases thereby causing an increase in cytosolic concentrations of free Ca (Srivastava et al., 1989). Oxidative stress also causes the release of Ca from mitochondrial and endoplasmic reticulum stores through the interaction of ROS with the thiol groups of proteins (Orrenius & Nicotera, 1987). The alterations in Ca homeostasis lead to multiple consequences for the cell, including the activation of non-lysosomal Ca-dependent proteases and lipases and changes in the organisation of the cytoskeleton, that can ultimately cause cell death according to some authors (Orrenius & Nicotera, 1987).

ROS can also cause the inactivation of numerous enzymes directly or through the indirect action of lipid peroxidation products (Comporti, 1985; Viarengo, 1989). Furthermore,
oxidised proteins have been found to be more susceptible to proteolysis (Davies, 1986). In
the liver of gilthead seabream injected with copper, dieldrin or malathion, the appearance of
new oxidised forms of superoxide dismutase (SOD) has been reported as due to the
increased production of ROS (Pedrajas et al., 1995). New isoforms of Cu, Zn-SOD have
also been detected in chub (Leuciscus cephalus) living in contaminated rivers when com-
pared to fish from reference river areas (Lenártová et al., 1997). In addition, the formation of
new isoforms of SOD can be reproduced in vitro by incubation of liver cell-free extracts
with malondialdehyde and by incubation of isolated pure SODs with malondialdehyde and
4-hydroxy-2-nonenal (Pedrajas et al., 1998). The oxidation of haemoglobin to methem-
oglobin in fish erythrocytes has been reported in some studies (reviewed by Lackner,
1998). However, it has additionally been demonstrated that peroxisome proliferators inhibit
the enzymes superoxide dismutase, glutathione peroxidase and glutathione-S-transferase
(see below). Also, the peroxisomal \( \beta \)-oxidation system is very sensitive to \( \text{H}_2\text{O}_2 \) at least in
rat kidney peroxisomes (Gulati et al., 1993).

2.1.4.4 Markers of oxyradical-mediated cell injury

Markers of oxyradical-mediated cell injury consist of measurements of oxidative altera-
tions in DNA, proteins and lipids. Oxidative DNA damage is conventionally measured
as increased 8-hydroxydeoxyguanosine (8-OH-dG) (Lake, 1995). There are a number of
methods available to measure oxidative damage to proteins including myoglobin oxidation,
haemoglobin oxidation to form methemoglobin, inhibition of Ca-ATPase and others
(Kehrer, 1993; Lackner, 1998). However, a major problem with these end-points is that they
are not specific for ROS. For instance, measurement of methemoglobin formation cannot be
used as a specific index of oxidative protein damage because some pollutants can specific-
ally oxidise haemoglobin.

One of the most commonly measured end-points of oxidative damage to membrane
lipids is lipid peroxidation. Lipid peroxidation can be detected using different markers such
as malondialdehyde formation (measured generally using the thiobarbituric acid test), con-
jugated dienes, ethane/pentane ratios, fatty acid analyses etc. (see reviews by Gutteridge &
Halliwell, 1990; Kehrer, 1993; Lackner, 1998). Lipofuscin accumulation can also reflect
oxidative damage to lipids. Histochemical methods coupled to image analysis techniques
are reliable means to measure lipofuscin accumulation in aquatic organisms (Moore, 1990;
Krishnakumar et al., 1995).

2.1.5 Consequences of damage

As a consequence of immediate oxidative damage exerted by ROS on cellular macro-
molecules including DNA, membrane lipids and proteins (Fig. 2.5), a cascade of reactions
could be triggered leading to various dysfunctions at higher levels of biological organisa-
tion, i.e. tissues and organs, individuals, populations and ecosystems. At this stage only
relationships between ROS-induced genetic damage and molecular/cellular/tissue effects
are apparent while the effects at higher levels of biological organisation remain largely
unexplored and are considered in section 2.4.
2.1.5.1 Tumour formation

There is a substantial body of literature linking ROS-induced DNA damage with tumourigenesis in a variety of experimental models. One of the best established models is the English sole (Parophrys vetulus/Pleuronectes vetulus) carcinogenesis model. Several studies have demonstrated a good correlation between the occurrence of liver tumours and related liver lesions in English sole and environmental or laboratory exposure to certain pollutants such as PAHs (Malins et al., 1988; Myers et al., 1990, 1998; Schiewe et al., 1991). The PAH benzo[a]pyrene is also carcinogenic to rainbow trout (Hendricks et al., 1985). Although indirect, there is evidence indicating that oxidative damage to DNA associated to environmental contaminant exposure is linked to tumourigenesis in English sole. Thus, Malins and Haimanot (1991) have found that concentrations of DNA modification caused by hydroxyl radicals are higher in apparently healthy fish from contaminated areas with respect to healthy uncontaminated fish, and in contaminated fish with hepatic tumours when compared to contaminated apparently healthy fish. An additional relevant factor in contaminant-induced tumourigenesis is DNA adduct formation and mutagenesis, as discussed in section 2.2.

Another well-studied model linking oxidative stress with tumour formation is the peroxisome proliferation model in responsive or sensitive species. Peroxisome proliferators are non-genotoxic and non-mutagenic compounds that do not bind covalently to DNA. However, chronic treatment of mice and rats with peroxisome proliferators leads to a higher liver tumour incidence (Reddy et al., 1980; Reddy & Lalwani, 1983; Stott, 1988; Lake, 1995). Reddy and co-workers have proposed that the overproduction of H$_2$O$_2$ derived from increased activities of peroxisomal β-oxidation and microsomal Ω-oxidation enzymes could not be detoxified by catalase, whose activity is induced only slightly (Reddy et al., 1980; Reddy & Lalwani, 1983; Reddy & Rao, 1989). Then, the excess H$_2$O$_2$ could diffuse outside peroxisomes and react, directly or after conversion into hydroxyl radicals, with cellular macromolecules including DNA. This would eventually cause DNA damage and ultimately tumour formation (Fig. 2.6). Additionally, the administration of peroxisome proliferators in responsive species leads to a reduction in the activity of antioxidant and GSH-requiring enzymes (SOD, GPX and GST) and in the amount of oxyradical scavengers (reduced glutathione and vitamin E), thus facilitating the process of oxyradical-mediated hepatocarcinogenesis (Cattley et al., 1987; James & Ahokas, 1992; Demoz et al., 1993; Grasso, 1993; Lake, 1995).

It has been demonstrated that the administration of peroxisome proliferators leads to an increased H$_2$O$_2$ formation (Demos et al., 1993; Lores Arnaiz et al., 1995), which is followed by oxidative DNA damage (Takagi et al., 1990) and an increased lipid peroxidation and lipofuscin deposition (Cattley et al., 1987; Demoz et al., 1993; Grasso, 1993). However, according to Demoz et al. (1993) and Lake (1995), the magnitude of effects described is not enough to account for the tumour promotion ability of peroxisome proliferators. Thus, James and Roberts (1995) have concluded that oxidative damage cannot cause the early stages of tumour formation and expansion although it could increase the number of cells initiated and these could be later on promoted by peroxisome proliferators.

In addition to oxidative stress induction, the hepatocarcinogenic activity of peroxisome proliferating agents in responsive species could be related to their effects as enhancers of cell replication or mitogenesis, as promoters of liver lesions, or as suppressors of cell
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Therefore, it appears that a multifactorial etiology may be responsible for the hepatocarcinogenic effect of peroxisome proliferators in rodents and other sensitive animals. To the authors’ knowledge there is no study addressing the possible hepatocarcinogenic effect of peroxisome proliferators in fish and thus this is an important gap to be filled in future studies. The literature concerning tumour appearance in fish is reviewed in Chapter 4.

2.1.5.2 Other oxyradical-mediated diseases

A role for free radicals has been proposed in the toxicity of numerous chemicals and in the pathogenesis of many diseases in humans or other mammalian organisms (see review by Kehrer, 1993). However, the direct link of free radicals with any specific toxicity or disease has been difficult to establish even in the better studied species and to the best of our knowledge there is no information on this subject in fish.
2.2 Direct damage to DNA by mutagenic chemicals and radiation

Direct damage to DNA is an increasingly important focus in ecotoxicology research for two reasons: firstly, because of the far-reaching effects of genotoxins on the health of an organism and the possible future implications if the germline is affected, and secondly, because extremely sensitive methods of detecting DNA damage have been developed, which allowed the development of early biomarkers for xenobiotic exposure (Groopman & Skipper, 1991; Stein et al., 1994; Nestmann et al., 1996). There are two principle mechanisms by which pollutants can cause direct damage to DNA. These are through the formation of adducts and via direct mutation.

2.2.1 Adducts

2.2.1.1 Contaminants and production mechanisms

DNA adducts arise from covalent binding of electrophilic xenobiotics to DNA, and are structures ranging in complexity from simple alkyl groups to large multi-ring residues (Harvey, 1995). There are numerous electrophilic chemicals which are capable of forming such structures, such as carbonium ions, nitronium ions, free radicals, diazonium ions, epoxides, aziridinium ions, episulfonium ions, strained lactones, sulfonates, halo ethers and enals (Williams & Weisburger, 1991). The formation of adducts is widely thought to trigger a cascade of biochemical changes leading to neoplasia and sometimes malignancy (Weinstein, 1988; Depledge, 1994), though some chemicals may exert genetic damage by mechanisms other than DNA binding (Hemminki, 1990). Because of their reactivity, many of the electrophilic chemicals causing DNA adducts are unstable and degrade rapidly (Harvey, 1995).

In addition to such chemicals directly binding to DNA, a large number of chemically inert compounds may be converted into metabolites with electrophilic properties, which are thus capable of forming DNA adducts (Harvey, 1995). Substances such as polycyclic aromatic hydrocarbons, aromatic amines, azo compounds, nitroaryl compounds and nitrosamines are non-polar lipophilic components, which would build up in the organism if they were not actively transformed into water-soluble derivatives and excreted (Sipes & Gandolfi, 1991). This cellular detoxification mechanism produces intermediates, which are more reactive than the parent compound or their metabolites, and may therefore act as genotoxins forming DNA adducts (Harvey, 1995). A direct relationship between exposure to polycyclic aromatic compounds and the level of DNA adducts has been shown in several fish species, including English sole (Pleuronectes vetulus), winter flounder (Pseudopleuronectes americanus), and oyster toadfish (Opsanis tau), (Varanasi et al., 1986; Collier et al., 1993).

DNA adducts may also occur naturally and have been found in apparently unexposed populations (Randerath et al., 1992; Nath et al., 1996). The occurrence of these adducts may vary depending on environment, sexual maturity, history of stress and gene regulation and expression (Nestmann et al., 1996). Such endogenous adducts are as yet chemically uncharacterised, though difunctional carbonyl compounds produced by lipid peroxidation may be
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responsible for their formation (Marnett, 1994; Burcham, 1998). The often high abundance of endogenous adducts may sometimes be a problem for non-specific methods of detecting genotoxin exposure such as $^{32}$P labelling. However, initial studies suggest that endogenous adduct formation is rarer in fish than in mammals (Stein et al., 1994). Furthermore, it is sometimes difficult to assess the biological significance of DNA adduct data considering levels of endogenous adducts that can be as high as one adduct in $10^5$ normal nucleotides (Nestmann et al., 1996).

2.2.1.2 Protection mechanisms

The induction of biotransformation enzyme systems such as P450 has been used widely as a biomarker of xenobiotic exposure (e.g. Courtenay et al., 1994). Nevertheless, such systems may actually increase the genotoxic effects of xenobiotics by transforming them into electrophilic compounds capable of forming DNA adducts (Harvey, 1995). As such, the excretion of such hydrophilic metabolites and xenobiotics may be of primary importance to prevent DNA damage. Indeed, many marine organisms appear to have mechanisms capable of directly excreting xenobiotics, either by membrane glycoproteins such as P170 which bind to xenobiotics and thus facilitate their excretion, or by lysosomal accumulation (Moore et al., 1986; Kurelec, 1992). Furthermore, xenobiotics may be excreted by the rectal glands of elasmobranchs, which are normally responsible for osmoregulation and NaCl excretion (Miller et al., 1998).

Genetic variability within and between populations may also play an important role in the protection from adduct formation. Studies in humans have found evidence for genetic variation in the cytochrome P450 genes influence inducibility of enzyme production and thus susceptibility to some cancers (Courtenay et al., 1994). Similarly, high interindividual variability has been shown in CYP1A mRNA inducibility in Atlantic tomcod (Microgadus tomcod), which are likely to be due to genetic variation (Courtenay et al., 1994). The investigation of such interindividual and interpopulation genetic differences in the response to xenobiotics will not only be vital for the prediction of population level effects of pollution, but also for an assessment of the scope for adaptation increasing tolerance. These issues are discussed in greater detail in Chapter 7.

There also appears to be a considerable influence of abiotic and biotic factors on enzyme inducibility and thus genotoxic damage. In killifish (Fundulus heteroclitus), for example, CYP1A production was strongly affected by temperature, even though no temperature effect on CYP1A mRNA expression was detected (Kloepper-Sams & Stegeman, 1992). Similarly, enzyme inducibility may also depend on sex and reproductive status (Courtenay et al., 1994; Troxel et al., 1997). In addition, natural and anthropogenic compounds, such as organosulphur, may provide protection against genotoxic compounds by their antagonistic effects during metabolism (De Flora et al., 1991; Harvey, 1995).

Other mechanisms protecting against detrimental effects of DNA adducts are tolerance and retrieval systems (Lewin, 1995). Tolerance mechanisms provide a means for damaged template sequences to be copied, probably with a high frequency of errors. Retrieval mechanisms use recombination to obtain undamaged copies from another source if replication has been forced to bypass a damaged site (Friedberg et al., 1995).

Another mechanism of protection against genetic damage in an organism is cell cycle arrests (Friedberg et al., 1995). Normally, the cell cycle is regulated by checkpoint controls
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(Hartwell & Weinert, 1989), which ensure that a stage in the cell cycle does not begin before the previous stage has ended. For example, it would be detrimental for a cell to initiate mitosis in the presence of unreplicated DNA or an incompletely assembled mitotic spindle (Friedberg et al., 1995). Therefore, eukaryotic organisms can arrest the cell cycle transiently at discrete stages to allow completion of biosynthetic processes associated with each phase. Although the link between DNA damage and checkpoint controls is poorly understood, there are examples where DNA damage in mammalian cells can lead to cell cycle arrest and subsequent programmed cell death.

2.2.1.3 Determination of adduct formation

The vast majority of DNA adduct studies in fish to date have used the $^{32}$P post-labelling assay (Stein et al., 1994). The primary reason for use of $^{32}$P post-labelling is its high sensitivity, the possibility of assaying very small samples, and its non-specificity allowing the analysis of adducts of unknown structure. While this non-specificity allows the assessment of genotoxin exposure without knowledge on the exact composition of xenobiotics in the environment, it also makes the characterisation of specific adducts difficult (Stein et al., 1994). Furthermore, quantitative determination of adducts is a problem as the efficiency of labelling steps is difficult to determine and may differ between specific adducts. The method involves the digestion of DNA into 3′-monophosphates, labelling with radioactive $^{32}$P, and separating normal nucleotides from adducts by thin layer chromatography (Santella & Perera, 1994).

More specific methods include immunoassays, which have been widely used in human cancer research, because they do not require radiolabelling and can be easily applied to a large number of samples (reviewed in Poirier & Weston, 1996). The requirement of adduct specific antibodies, however, limits the general application of immunoassays to ecotoxicological studies, though they may become useful for more specific assessments of specific pollutants.

Fluorescence spectroscopy exploits the fluorescing properties of many xenobiotic compounds, such as PAHs and aflatoxins (Phillips & Farmer, 1995). In combination with high performance liquid chromatography (HPLC), fluorescence spectroscopy can be used to confirm the presence of specific adducts with known structure (Santella & Perera, 1996). The technique has a similar sensitivity to $^{32}$P labelling, but requires much larger quantities of DNA (Phillips & Farmer, 1995). It has been used to detect B[a]P adducts in Beluga whales (Martineau et al., 1988) though its use in fish has been limited (Stein et al., 1994).

Finally, physicochemical methods such as gas chromatography or mass spectroscopy can be used to both quantify and characterise DNA adducts (Poirier & Weston, 1996). However, their high cost, low sample throughput and requirement for relatively large amounts of DNA may limit their application to biomonitoring studies. The potential of such methods has been demonstrated in a study correlating the incidence of 8-hydroxyguanine and 8-hydroxyadenine in English sole with pathologic lesions (Malins et al., 1996).

2.2.1.4 Consequences of damage

The occurrence of endogenous DNA adducts often renders it difficult to define biologically effective doses of DNA adducts. These are doses of DNA adducts that have consequences
to the cell or the organism (Santella & Perera, 1994; Nestmann et al., 1996). The toxicological significance of DNA adduct data is further complicated by the high sensitivity of assays (1 per $10^{10}$–$10^8$ normal nucleotides) compared to background levels of endogenous adducts (1 in $10^5$ normal nucleotides) (Nestmann et al., 1996). However, the vast majority of DNA adduct data stems from mammalian cells (Friedberg et al., 1995), and there is preliminary evidence that levels of endogenous adducts may be lower in fish than in mammals (Stein et al., 1994). Nevertheless, background levels of DNA adducts should be determined by using fish from uncontaminated control sites, that are matched for species, gender, age and reproductive stage (Pfau, 1997).

Despite such discussions about the toxicological significance of low levels of adducts, the strong correlation between adducts and higher level damage such as cell death, lesions and cancers is well documented (Johnson et al., 1992; Stein et al., 1994; but see Wirgin & Waldman, 1998). Unrepaired DNA adducts may lead to misincorporation, inhibition of DNA transcription (Choi et al., 1996) or blockage in DNA replication, and may thus generate sites for frameshift and base substitution mutation (Nestmann et al., 1996). The final consequence of adducts, however, will depend on various parameters, such as the time of exposure, state of cell cycle, the kinetics of repair mechanisms and the specific features of the adducts, such as quantity, mutagenicity, repairability and stability. Thus it has been proposed that assays providing quantitative estimates of particular adducts evaluate end-points quite different from mutation and may not serve to directly relate an adduct to its mutagenic properties (Nestmann et al., 1996). Indeed, studies in North American fish populations suggest that levels of adducts are not always predictive of the vulnerability to neoplasia of populations and species from polluted sites (Wirgin & Waldmann, 1998). Nevertheless, other studies have demonstrated a correlation between hepatic DNA adducts and prevalence of hepatic lesions in black croaker (Cheilodraco saturnium), and winter flounder (Pseudopleuronectes americanus) (Johnson et al., 1992; Stein et al., 1994; Reichert et al., 1998). Moreover, elevated levels of hepatic DNA adducts have been shown to be a significant risk factor for certain degenerative and preneoplastic lesions occurring early in the histogenesis of hepatic neoplasms in feral English sole (Pleuronectes vetulus) exposed to polycyclic aromatic compounds (Myers et al., 1998; Reichert et al., 1998). Thus, DNA adducts are useful biomarkers for exposure, though mechanistic links between their occurrence and higher level effects, such as lesions, cell death and health need further research (Nestmann et al., 1996).

### 2.2.2 Mutations

Heritable changes in genomic DNA, or mutations, comprise the ultimate source of genetic variability in natural populations. Mutations may occur spontaneously, with different genomic sequences exhibiting characteristic rates, or they may be promoted by various environmental agents. Genotoxic agents include natural and anthropogenically-released chemicals, radiation and ultraviolet light. Spontaneous mutations arise from alterations in the chemistry of genetic material as a consequence of natural processes such as replication, recombination and DNA repair (Friedberg et al., 1995). Instability of chemical bonds resulting in such phenomena as tautomeric shifts (formation of structural isomers), deaminations of bases (loss of exocyclic amino group), depurination or depyrimidination, can
lead to mismatches of bases during DNA replication. Genotoxic-induced damage, on the other hand, arises from direct interactions between environmental agents and DNA, either in their original form (direct acting genotoxins), or after biotransformation to a reactive intermediate (indirect acting genotoxins). Additionally, there are epigenetic processes, where DNA damage arises through such mechanisms as disruption of cellular macromolecules essential for the production and replication of new DNA.

Although many mutations are rare and detrimental, under certain conditions mutants may increase in frequency, and through selective mortality may lead to the evolution of adaptation. Theoretical models suggest that natural selection will adjust mutation rates to intermediate levels, resulting in a balance between levels that minimise mortality and reduced fitness (mutational load), while maximising genotypic variability to promote population persistence in changing environments (Gillespie, 1981). In natural environments, however, numerous agents interact to disrupt the mutation-selection balance through the process of mutagenesis, leading to impaired performance and reduced fitness (Turelli, 1984, 1986). In natural populations, however, it is often difficult to determine the intensity of selection and mutation rates for quantitative characters. Mutation-selection balance can only maintain substantial genetic variation if a trait is affected by a large number of loci or if the mutation rate for loci influencing a trait is high. It is unclear how many loci affect stress resistance traits, though it has been shown in some cases to be determined by polymorphisms at a single gene, gene complex, or by multiple copies of a single gene (Depledge, 1994). It is essential that further studies are conducted to locate genes related to resistance traits, as well as documenting mutation rates in identifiable genes under conditions of stress.

Genotoxin-induced mutations in gametes may impact on subsequent generations, greatly accelerating the evolutionary consequences of genotoxic damage (Shimas & Shimada, 1994). Such general associations are well established (Wirgin & Waldman, 1998). However, it has proven difficult to develop reliable methods for mutation quantification, to relate mutational damage to changes in allele frequencies and the structure of gene pools, and to assess the fitness consequences of genotoxin-induced mutations in terms of individual and population-level effects.

Although there is an increased awareness of the importance of exploring linkages between DNA damage at the nucleotide level through the emergence of so-called ‘evolutionary toxicology’ (Bickham & Smolen, 1994), the majority of studies continue to focus on the direct effects of contaminants on DNA, rather than exploring the population consequences of contamination by molecular genetic monitoring of allele frequencies.

2.2.2.1 Contaminants

Contaminants may impact genetic material either indirectly, through impacting natural cellular function, such as impeding DNA replication, or directly, through interaction with nucleotides. Contaminants include chemical agents (natural and anthropogenic emissions), ultraviolet light, radiation and viruses. Natural emissions in the marine environment arise from such phenomena as oil seeps, the erosion of sedimentary rocks, and atmospheric deposition of incomplete combustion products from volcanic activity and forest fires. Marine organisms may themselves produce toxic compounds (Payne & Rahimtula, 1989). Direct
acting genotoxins include chemical compounds that are electrophilic, and therefore can potentially react directly with nucleophilic sites within DNA molecules, and include such compounds as carbonium ions, episulfonium ions, free radicals, diazonium ions, epoxides, aziridinium ions, strained lactones, halo ethers and enals (Williams & Weisburger, 1991).

2.2.2.2 Production mechanisms

Major forms of damage to DNA include damage to the phosphodiester backbone, the ribose sugars and the purine and pyrimidine bases. Damage to DNA consists of changes at two levels: single-base changes and structural distortions. Single-base changes affect the sequence, but not the overall structure, of DNA. They do not impact on transcription or replication, and thus such damage exerts its effects on future generations through the consequences of the change in DNA sequence. Structural distortions provide a physical impediment to replication or transcription.

Mutational damage may lead to carcinogenesis, whereby a chemically-induced change in genetic material results in the production of neoplasms. Neoplasms arise as a result of mutations in critical genes that control normal cell division, differentiation and cell death such as oncogenes and tumour suppressor genes (Wirgin et al., 1990; Cosma et al., 1992). Mutations comprise the first stage of neoplasia, the so-called ‘initiation’, whereby an irreversible change, or mutation, arises in the nucleotides. It may be followed by the stages of ‘promotion’, where initiated cells may be enhanced by proliferating agents, which increase the probability of further spontaneous or chemically-induced mutations (Vogelstein & Kinzler, 1993). This proceeds to ‘progression’, the final stages of carcinogenesis, where preneoplastic cells can develop and constitute a neoplasm. The latter stage may be further enhanced by mutations in critical target genes, resulting in the change from a benign, non-invasive neoplasm to a malignant form which may invade surrounding tissue (neoplasm). Neoplasms often lead to a pathological disturbance of cellular function and growth, characterised by excessive cell proliferation. Such proliferating cells are thought to contain heritable changes that enable the cell to ignore normal cellular signals that regulate growth (Payne & Rahintula, 1989; Myers et al., 1990).

The mutational process is therefore central to the initiation and progression of genotoxic damage, and as such has resulted in the development of a vast array of methodologies to detect their incidence under conditions of contamination. Effective detection of mutations may not only provide the basis for biomonitoring, but also serve to identify vulnerable stages in the life history of a species, the nature and dynamics of causal agents and associated phenotypic and population-level effects (Depledge, 1994; Hose, 1994; Shugart & Theodorakis, 1994). There are four principal mutational processes:

- **Point mutations**: These involve a change in the nucleotide sequence that can occur by the replacement of one nucleotide with another, or ‘substitutions’. Substitutions can be either transitions or transversions. The consequences of such mutations will depend on the position in a nucleotide sequence, and may affect gene expression. For example, ‘Missense’ mutations arise when they cause codon changes at a critical site in the structure of a polypeptide, resulting in defective proteins and altered gene expression. ‘Nonsense’ mutations result in the termination of polypeptide synthesis (stop codons).
Alternatively, due to the degenerative nature of the genetic code (‘sense’ mutations), or through changes in non-coding regions (‘silent’ mutations), mutations may have no phenotypic effect.

It is generally recognised that the majority of adaptive evolutionary change results from point mutations, representing relatively small genomic changes, which may lead to the production of novel proteins. Such events may be detected using molecular genetic techniques and are likely, in part, to underpin adaptive responses to environmental stress (Hoffmann & Parsons, 1991; Hillis et al., 1996). Such mutations may generate variants that lead to observable intraspecific genetic variability in susceptibility to pollutants in natural populations (Depledge, 1994). An understanding of the dynamics and significance of point mutations is therefore central to assessing the impacts of genotoxins and associated genotypic response.

- **Frameshift mutations**: A frameshift mutation alters the reading frame of the genetic code through the addition or deletion of one or more bases. Such changes may modify an entire sequence and hence alter the transcription of a gene, frequently leading to the production of non-functional gene products.

- **Chromosomal mutations**: Chromosomal mutations (aberrations) involve changes to the gross structure of chromosomes, resulting from the loss, breakage and reunion of genetic material during cell replication. Such events can give rise to deletions, inversions and translocations, and occasionally gene amplification. The latter has been shown to underlay genetic adaptation to chemical stress (Field et al., 1989). Strand breakages occur under normal conditions but exposure to genotoxins can increase the amount (Shugart & Theodorakis, 1994). For example, ionising radiation can cause strand breakage directly, whereas other physical agents such as UV light or genotoxic chemicals can modify DNA molecules that are involved in DNA repair (e.g. photoproducts, adducts, modified bases), and thus promote strand breaks.

- **Genomic mutations**: Genomic mutations produce changes in the number of chromosomes (aneuploidy), and usually result from exposure to a substance that interferes with the mitotic apparatus during cell division. The majority of aneuploidies are lethal, but a small proportion do survive with reduced viability and may play an important role in the generation of genetic diseases such as neoplasia (Dixon & Clarke, 1982).

### 2.2.2.3 Detection of mutations

There are several short-term bacterial mutagenicity tests that are available for the detection of mutationally active compounds in the tissues of marine organisms. Despite their general ease of use, the assays provide no indication of the potential for mutation induction in the species under study. Several methods have been developed to detect point mutations *in vivo* in the exposed species, though there have been limitations in the study of aquatic organisms because of the relative scarcity of sequence information (Cotten, 1993).

Among the various impacts of DNA adducts is the induction of mutational change, which typically has been considered under three main categories: genomic, chromosomal and gene sequence mutations. A variety of cytogenetic methods are available for the detection of chromosomal aberrations (Stein et al., 1994). Here the focus will fall on the detection of DNA sequence mutations. Direct assays involve the analysis of sequence variation using
a variety of mutation assays, whereas indirect detection involves the employment of molecular genetic techniques.

Gene mutation analysis systems initially involved the use of molecular techniques such as southern hybridisation and the direct sequencing of cloned cDNA. These methods are progressively being replaced by procedures which incorporate the polymerase chain reaction (PCR). Several methods have been developed which incorporate the PCR (Cotten, 1993; Hayashi, 1994; Rossiter & Casket, 1994), and usually are accompanied by the direct sequencing of nucleotides.

The detection of unknown mutations involves the identification of heteroduplexes or mismatches between mutated and wild type sequences, based either upon the electrophoretic properties of the sequences or upon the selective chemical modification of such sequences. The two main electrophoretic methods are the denaturing gradient gel electrophoresis (DGGE) assay, and the single stranded conformational polymorphism (SSCP) assay. The DGGE can separate wild type and mutant DNA heteroduplexes, whereas the SSCP separates single stranded wild type and mutant DNA sequences due to differences in secondary structure. Although such procedures detect a variety of base substitutions, frame shifts and deletions, the methods fail to detect all mutations present. Approaches which exploit chemical differences between mutant and wild type sequences include carbodiimide modification, assay and the chemical cleavage mismatch assay. The former involves the addition of the reagent, thus changing the electrophoretic and PCR amplification properties of the heteroduplex, whereas the latter involves the cleavage of the heteroduplex by chemical reagents, followed by direct sequencing of the cleaved strands. These systems are capable of detecting 100% of the mutations in the targeted sequence.

The detection of known mutations involves mismatched primer techniques such as the allele-specific oligonucleotide technique, or the allele-specific amplification method. Both of these involve the amplification of mutant and wild type sequences. These approaches are based on the successful amplification of mutant sequences with primers specific to the suspected mutation, and therefore require sequence information of targeted areas. Despite the efficacy of the established techniques that frequently require the selection of mutant genotypes by artificial cell culture, they do not enable the direct analysis of cellular DNA of the tissues exposed, or of the study of DNA in non-dividing cells. Advances in transgenic approaches (Gossen & Vijg, 1993; Bailey et al., 1994; Gossen et al., 1994) have proven powerful assays for mutational change, whereby transgenes introduced at the zygote stage of development act as target genes capable of a phenotypic response to mutational events. These are subsequently screened using a bacterial system.

A valuable addition to the battery of detection methods is the restriction site mutation assay (RSM) (Parry et al., 1990; Felley-Bosco et al., 1991), which possibly provides the greatest potential for the detection of genotoxin-induced mutations in bioindicator species. Unlike other methods, the RSM does not depend on the selection of a mutated phenotype, thus allowing identification of dominant, recessive or silent mutations. The RSM is based on the detection of DNA sequence variation using a combined restriction enzyme and PCR approach. The wild type enzyme recognises sequences in the target sequence, and if any bases have mutated, the sequence will not undergo restriction cleavage. The second stage involves the preferential amplification of mutant molecules resistant to digestion since the
cleaved wild type sequences will not serve as templates for amplification. The mutant region is then sequenced, yielding the nature of mutant genotype.

Because of its central role in cell cycle arrests and thus the repression of tumour formation, the p53 gene has been of central interest in human cancer research (Friedberg et al., 1995). Its inactivation by mutations appears to be a prerequisite for neoplastic transformation in many human cancers (Hollstein et al., 1991). There is limited information in fish, though initial trials identified the conserved and thus probably functionally important regions for use as genotoxin biomarkers (Defromentel et al., 1992; Cheng et al., 1997; Krause et al., 1997; Bhaskaran et al., 1999).

An overall estimate of mutations in the genome without the identification of individual changes can be obtained by gas chromatography-mass spectrometry with selected ion monitoring (GC-MS/SIM) and Fourier-transform infrared (FT-IR) spectroscopy, and has indeed revealed surprisingly high levels of structural DNA damage in exposed fish populations (Malins & Gunselman, 1994; Malins et al., 1997a, b).

Molecular genetic analyses using markers such as allozymes and DNA polymorphism provide an indirect approach for the detection of mutants. Comparison of allelic diversity in samples taken from contaminated and control sites can provide estimates of genotoxic-induced mutants, though the efficacy of detection will depend markedly on the genomic areas assayed, as well as localised differences in microevolutionary forces and population history (Hoffmann & Parsons, 1991; Guttman, 1994). Allozymes have for example been used to examine the frequency of mutations and mutation-like events in populations of Scots pine (Pinus sylvestris) in areas of air pollution (Bakhtiyarova et al., 1995; Bakhtiyarova, 1997). The frequency of rare electrophoretic variants of allozymes was significantly higher in two populations growing under industrial air pollution conditions.

The Chernobyl accident has served as a model system for exploring mutagenic events. Germline mutation at human minisatellite loci has been studied among children born in heavily polluted areas after the accident and in a control population (Dubrova et al., 1996). The frequency of mutation was found to be twice as high in the exposed families as in the control group, and mutation rates in the contaminated population were correlated with the level of caesium-137 surface contamination, consistent with radiation induction of germline mutation. An increased frequency of partial albinism, a morphological aberration associated with the loss of fitness, was reported among barn swallows breeding close to Chernobyl (Ellegren et al., 1997). Heritability studies indicated that mutations causing albinism were at least partially of germline origin. Furthermore, evidence of an increased germline mutation rate was obtained from segregation analysis at two hypervariable microsatellite loci, indicating that mutation events in these birds were two to tenfold higher than populations from control areas. Allozyme analysis of the fingernail clam (Musculium transversum) showed high frequencies of a pollution tolerant allele at the glucose-6-phosphate isomerase-2 locus (Sloss et al., 1998). Polluted sites exhibited elevated frequencies of Gpi-2(100) whereas non-polluted sites exhibited elevated frequencies of Gpi-2(74), suggesting that natural selection was occurring in populations under severe toxic pressures, leading to an increase in its frequency. Thus, Gpi-2(100) is a possible pollution-tolerant mutation.

A technique with great potential for mutation assays is arbitrarily-primed polymerase chain reaction (AP-PCR). Despite problems concerning reproducibility and complexity of
patterns (Atienzar et al., 1998; Singh & Roy, 1999), the technique has several advantages for the detection of genomic mutations, such as ease, speed and low costs of experiments and the ability to clone aberrant fragments (Navarro & Jorcano, 1999). While the technique has so far been mainly used for investigation of human cancer tissues, its potential has been shown in a study on Japanese medaka (Oryzias latipes) where a correlation between γ-ray-induced genomic damage and embryo malformations could be demonstrated (Kubota et al., 1992).

There are relatively few published studies utilising the molecular genetic approach, though such analyses have the advantage of providing a rapid and relatively simple assay of genetic variation in natural populations. Additionally, observations on the incidence of mutations can be related directly to data on genetic structure that provides direct information on genotypic responses to environmental stress. Future studies could perhaps employ a combined mutation assay and molecular genetic marker approach to facilitate opportunities for relating genotoxic damage to population genetic structure and phenotypic estimates of fitness.

### 2.2.2.4 Consequences of damage

Consequences of DNA damage are wide-ranging and include alterations of enzyme function and protein turnover rates resulting in impaired metabolism, the production of cytotoxic injuries, inhibition of cellular growth, increased rates of tissue ageing, suppression of immune response, reduced reproductive fitness, and increased incidence of disease and neoplasia. Although the consequences at the cellular levels have been well documented there is considerably less data on the impact at higher biological levels such as fecundity and viability (Shugart et al., 1992; Shugart & Theodorakis, 1994; Wirgin & Waldman, 1998). Neoplasms, for example, have been observed in numerous marine organisms including molluscs, amphibians and fishes (Payne & Rahimtula, 1989). However, their effects on physiology, growth and reproduction have been poorly defined. Nevertheless, mutations have been shown to be associated with gamete loss, abnormal development, embryonic mortality and heritable mutations (Shugart & Theodorakis, 1994). For example, embryonic mortality in Beluga whales has been attributed, in part, to lethal mutations (Martineau et al., 1988), which may provide more sensitive indicators of reproductive impairment than changes in fecundity.

### 2.2.3 Repair mechanisms

Once DNA adducts or mutations are formed, there is a whole array of DNA repair mechanisms to amend the damage. DNA repair mechanisms comprise multiple reactions that recognise and remove DNA lesions induced by genotoxins. These processes maintain the genetic integrity of a species following genotoxin-induced damage, thus providing a balance between the generation of genetic diversity and the process of adaptation. Thus, the measured rate of mutation reflects a balance between the number of damaging events occurring in DNA and the number that have been corrected (or miscorrected). Having emphasised the potential long-term evolutionary importance of mutational input to evolutionary change and adaptation, it is evident that the effectiveness of repair mechanisms
depends on the frequency and nature of mutations, especially the extent to which they may be heritable (occurring in gametes) and disruptive.

The most direct mode is the direct reversal of the damage, for example, when alkylated DNA bases are repaired by alkyltransferases (Friedberg et al., 1995). This form of repair is highly effective because it occurs more rapidly than multistep biochemical pathways such as excision repairs, and because it produces relatively few errors. Nevertheless, this mode of repair may be energetically quite expensive, as an entire protein molecule is expended in each reaction.

The types of DNA damage that can be repaired by direct reversal are limited, and the most common mode of repair involves excision of the damaged bases and resynthesis of DNA (reviewed by Friedberg et al., 1995). Base excision repair (BER) operates mainly on small DNA adduct complexes such as irreversibly alkylated DNA bases, and is carried out by DNA glycosylases which catalyse the hydrolysis of N-glycosylic bonds linking damaged bases to the deoxyribose-phosphate backbone of DNA. Subsequently, sites lacking their bases are removed by specific endonucleases, and the resynthesis and ligation of the excised region. Nucleotide excision repair (NER) involves the removal of whole nucleotides including bases and deoxyribose-phosphate backbone of DNA, and thus excised fragments are usually oligonucleotide fragments rather than free bases. As in base excision repair, the resulting gap is filled by repair synthesis using the alternate strand as template and ligation. However, nucleotide excision repair is more complex than base excision repair and involves many more gene products. Nucleotide excision repair is considered to repair DNA at different rates, thus allowing fast preferential repair of active cells (Harvey, 1995).

In addition to BER and NER, several other pathways for DNA repair exist, including direct reversal by photoreactivation of pyrimidine dimers, alkyltransferases, purine insertion and the ligation of strand breaks.

The efficiency of DNA repair processes will depend to a large degree on the development of DNA adducts and associated damage (Espina & Weis, 1995). Chemical agents with proliferation or inhibitive capabilities have been shown to influence the repair capacity of cells, by modulating the balance between repair and replication (Barrett, 1995). Efficiency of repair will not only depend on various physical factors such as position in the DNA sequence, chemical stability of adduct complex, and accessibility to repair complexes, but there is also apparent intrinsic variability depending on species and exposure (Anderson & Harrison, 1990). Data for example has indicated that DNA damage may be cumulative in oocytes, leading to the hypothesis that organisms with long synchronous periods of gametogenesis may be more vulnerable to chronic exposure, based on reduced repair capacities. In the mouse, data suggests that DNA repair is not active in postmeiotic cells (Russell et al., 1990), and thus a precedent exists for low DNA repair capacities in gametogenic stages of some organisms. Studies that explore the effect of long-term, low-level exposures to mutagens on gametes would require direct assessments of the kinetics of absorbed dose and of DNA repair in gametes. The lability of repair systems, and the extent to which they may be associated with long-term exposure, have been relatively neglected in marine organisms (Wirgin & Waldman, 1998), and yet will have major impacts on the evolution of tolerance and long-term evolutionary impacts of genotoxicity.

Most studies concerning repair systems have been carried out in the bacteria Escherichia coli and the yeast Saccharomyces cerevisiae. Studies on aquatic organisms are rare, though
repair systems have been reported in fish and invertebrates, including the teleost, *Fundulus heteroclitus* and mussels (Sikka *et al.*, 1990; Harvey & Parry, 1997). In some of the investigated fish species, repair mechanisms appear to be less efficient than in mammalian systems (e.g. rainbow trout (Bailey *et al.*, 1996), *Fundulus heteroclitus* (Espina & Weis, 1995)). A DNA polymerase likely to be a repair enzyme has been isolated from leach (*Misgurnus fossilis* (Sharova *et al.*, 1994)).

### 2.3 Direct chemical effects on chromosomes

Genotoxicity is a general term referring to alterations to the gross structure or content of chromosomes (clastogenicity) or base-pair sequences of DNA (mutagenicity) by exposure to toxic agents. Clastogenic activity may lead to genetic disease, teratogenesis, or carcinogenesis in fish populations (Al-Sabti, 1995a). The genotoxic effects of some pollutants may occur at cellular concentrations well below those causing gross cytotoxicity (Al-Sabti, 1994). Thus, consumption of contaminated fish can induce genotoxic damages such as chromosomal damage in lymphocytes of consumers (Al-Sabti & Metcalfe, 1995). Marine fish and shellfish often contaminated with high concentrations of pollutants can be major vectors for contaminant transfer to humans, especially in countries in which marine fish and shellfish are a major source of protein (Al-Sabti, 1994).

#### 2.3.1 Contaminants and production mechanisms

Genotoxicity can result in three types of genetic lesions (Casciano, 1991; Zakrzewski, 1991). First, single-gene mutations, also called point mutations, which include alterations in the nucleotide sequence of DNA, and may involve either base substitution or frame-shift mutation. These have already been described in section 2.2.2 and will not be considered further here. Second are structural chromosomal mutations or genomic mutations which include changes in chromosomal structure, such as breaking of chromosome, or translocation of an arm (sister chromatid exchange), known as clastogenesis. Third are numerical changes in the genome (aneuploidy and hyperploidy), formed by a mis-separation of chromosomes during cell division. Many hereditary disorders are caused by this phenomenon.

Chromosome alterations can either be originated by direct DNA damage induced by chemicals or can be a consequence of the misrepair of chemically-induced DNA damage (Preston, 1990; Geard, 1992). It has been proposed that aberrations induced by radiation or chemical agents result from errors either during S-phase synthesis, during the resynthesis step of excision repair, or during the synthesis required for recombination repair of double strand breaks. ‘Spontaneous’ aberrations would be formed by the same mechanism, namely errors of replication, and thus radiation or chemically-induced DNA damages simply cause an enhanced probability of such errors occurring (Preston, 1990).

Replicating cells are more vulnerable to the action of DNA damaging agents than non-replicating cells, because error-free repair of DNA lesions must occur before cell division, and proliferating cells may not have enough time for this repair (De Flora & Ramel, 1988). Some genotoxic agents induce DNA and chromosomal damage in all phases of the cell cycle while others tend to be S-phase specific (Geard, 1992).
There are two main types of genotoxic agents which may induce changes in chromosomal structure and number: physical mutagens (UV light, ionising radiation), and chemical mutagens (organic and inorganic). In most of the cases, mutation of DNA or changes in the genetic information of the cell induced by electrophilic reactants is the primary event in the initiation of carcinogenesis by chemicals; however, it is possible that in some cases, non-genetic changes may be primary events. The most important organic carcinogens include the polycyclic aromatic hydrocarbons (PAHs), aromatic amines and aminoazo dyes, dialkyl nitrosamines, alkyl nitrosamines, polychlorinated aliphatic and alicyclic hydrocarbons, aflatoxins, pyrrolizidine alkaloids, ethionine, urethane, cycasins and a large array of other alkylating agents. Inorganic carcinogens include certain metals (such as chromium, cadmium, lead and mercury) and complex silicates (Casciano, 1991).

The induction of chromosome damages is one of the primary events in the initiation of carcinogenesis by chemicals. Several chemical pollutants can produce carcinogenic effects in fish species through the induction of genetic lesions. Indeed, most of these chemicals cause tumours at specific or multiple sites in fish (Harshbarger & Clark, 1990).

Carcinogens are divided into two categories: genotoxic and epigenetic. Compounds that react directly or indirectly with DNA are, in most cases, mutagens (polycyclic aromatic hydrocarbons, alkylating agents, specific metals), and they are designated as genotoxic because they have the potential to alter the genetic material. Epigenetic carcinogens, such as organochlorides, estrogens, clofibrate, phthalate esters, nitroloacetic acid, etc. are those carcinogens that are not classified as genotoxic, and a multitude of mechanisms may be involved in the induction of chromosomal damage by these carcinogens (Weisburger & Williams, 1991; Zakrzewski, 1991). The epigenetic carcinogens comprise a wide variety of compounds, such as metal ions (nickel, chromium, lead, cobalt, manganese and titanium); solid-state carcinogens (asbestos and silica); immunosuppressors (azathioprine and 6-mercaptopurine); and promoters (tetradecanoylphorbol acetate, phenobarbital, PCBs, tetrachlorodibenzodioxin, and chlorinated hydrocarbon pesticides) (Zakrzewski, 1991).

Several genotoxic effects like DNA adducts, DNA breakage, chromosome aberrations and sister chromatid exchange can be observed in aquatic organisms exposed in situ to xenobiotics (Al-Sabti, 1985, 1986a; Batel et al., 1985; Al-Sabti et al., 1994; Pacheco & Santos, 1996; Das & John, 1997; Venier et al., 1997; Marlasca et al., 1998). DNA strand breaks, chromosomal aberrations and sister chromatid exchanges have been detected in embryonic, larval or adult stages of Mytilus sp. after exposure to environmental or known genotoxic agents such as benzo[a]pyrene, bleomycin-Fe(II), bromodeoxyuridine, cyclophosphamide, mitomycin C, methylmethanesulphonate, or 4-nitroquinoline-N-oxide (Al-Sabti & Kurelec, 1985; Bihari et al., 1990; Vukmirovic et al., 1994).

Many xenobiotics enter the body as innocuous compounds and become carcinogens after metabolic activation. Such xenobiotics are referred to as precarcinogens (Zakrzewski, 1991). The majority of chemical carcinogens require metabolic biotransformation to produce their ultimate genotoxic metabolite(s), reactive electrophiles that combine with nucleophilic groups in nucleic acids and proteins (Batel et al., 1985; Casciano, 1991). The high nucleophilic reactivity of many carcinogens results in genotoxic properties but also in other toxic reactions in the cells (Nielsen, 1993). Some of these reactions with nucleic acids and/or proteins are crucial to the initiation of the carcinogenic process.
Metabolic activation and detoxification is carried out by a variety of inducible detoxifying enzymes, such as the phase I and phase II enzyme systems (Doherty et al., 1996 and see also Chapter 3). Fish and other marine organisms present enzymes involved in the activation and detoxification of xenobiotics (De Flora et al., 1989; Rodriguez-Ariza et al., 1994). Fish cytochrome P450 is only one of the multiple enzymes involved in xenobiotic transformation and metabolises many carcinogens in a manner analogous to mammalian organisms (Rodriguez-Ariza et al., 1994; Stegeman & Lech, 1991; sections 2.1.2.2 and Chapter 3). It has been proved that hepatic S9 fraction from mullet increases the metabolic activation of several pollutants, such as benzo[a]pyrene, 2-acetylaminofluorene, 2-aminoanthracene, and aflatoxin B1 (Rodriguez-Ariza et al., 1991, 1994). There is also an additional important mechanism leading to long-term consequences in marine organisms, such as the endogenous formation of genotoxic products resulting from the chemical reaction between inactive precursors, as reported in vivo for endogenous nitrosation of nitrosatable precursors to form mutagenic and/or carcinogenic diazo and N-nitroso compounds in fish (De Flora et al., 1989).

Some organic mutagens, such as PAHs, aromatic and heterocyclic amines, aflatoxins, benzidine and azo compounds, usually present in complex mixtures in seawater and other contaminated environments, are frameshift mutagens of medium/high potency, which require metabolic activation. Other mutagens like inorganics, aliphatic compounds, epoxides, and hydrazines are direct-acting, base-substituting agents of medium/low potency, and their mutagenicity is often decreased by metabolic systems (De Flora et al., 1989).

Environmental pollutants are normally present as complex mixtures rather than pure chemicals, like oil dispersants used in oil spills or various hazardous industrial wastes and pesticides (De Marini, 1991). These mixtures may give rise to synergistic, additive or antagonistic effects. The clastogenic effects of mercury and methylmercury are significantly decreased in the presence of selenium IV (Al-Sabti, 1994). Besides the interactions between different chemical compounds and mixture components, interactions can occur between physical and chemical agents. An example relevant to the marine environment is the interaction between sunlight or UV light and chemical compounds, which may have various effects: irradiation can decompose and deactivate noxious substances, or the opposite, conversion of inactive compounds into genotoxic products or the activation of promutagens/procarcinogens such as PAHs (De Flora et al., 1989). Activated ROS species interact with DNA to cause strand breaks, or damage the purine or pyrimidine bases (Zakrzewski, 1991), or react with DNA polymerases, which results in a decrease of the fidelity of replication repair (De Flora & Ramel, 1988).

### 2.3.2 Protection mechanisms

Since DNA alteration is the primary event for the induction of chromosomal damage, protection mechanisms against DNA damage will also prevent chromosomal damage (sections 2.2.1.2 and 2.2.3).

Several chemical compounds have protective properties against genotoxic and/or carcinogenic hazards. Thus, hydroquinone derivatives isolated from a marine urochordate have antioxidant activity and can reduce in vitro the mutagenicity of benzo[a]pyrene, aflatoxin B1 and UV radiation (De Flora et al., 1989). Anticarcinogenic effects have been
demonstrated in fish species by testing a variety of compounds. For example, indole-3-carbinol inhibits aflatoxin B$_1$-induced genotoxicity in trout; cytochrome P450 modulators such as alpha-naphthoflavone inhibit benzo[a]pyrene monoxygenase activity of microsomes from toadfish and eels; and polychlorinated biphenyls protect trout from aflatoxin B$_1$ carcinogenicity (De Flora et al., 1989).

Inactivation of DNA damaging agents can be carried out by inhibiting the xenobiotic activation to electrophilic metabolites or by stimulating enzymatic systems involved in xenobiotic detoxification (De Flora & Ramel, 1988). Thus, suppression of PAH mutagenicity by complex mixtures due to inhibition of metabolic activation by the microsomal monoxygenase system has been reported (De Flora et al., 1989).

Therefore, even those seawater pollutants usually cited for their harmful toxicological effects can behave as antimutagens and anticarcinogens. Indeed, this feature is rather common for several inhibitors of mutagenesis and carcinogenesis that often share noxious and protective properties, depending on many factors (De Flora et al., 1989).

Different metabolites (glutathione, NADH, NADPH, vitamin A, vitamin C, thiols and compounds containing sulphered functional groups), and enzyme systems (DT diaphorase, cytochrome P450 reductase, glutathione S-transferase, superoxide dismutases) are involved in the inactivation of chemical inducers of DNA damage (De Flora et al., 1989). Antioxidant agents, both natural (e.g. reduced glutathione) or synthetic (e.g. N-acetyl-cysteine) inactivate free radicals and also stimulate various cytosolic detoxifying enzyme activities, as well as enzymes involved in DNA repair (De Flora & Ramel, 1988).

### 2.3.3 Consequences of damage

Mutations, chromosome structural aberrations (such as deletions and translocations) and aneuploidy in somatic cells are all related to the induction of carcinogenesis, cell death and decreased individual survival (Tucker & Preston, 1996; Geard, 1992). Damage to DNA and chromosomes from germ cells can lead to reduced fertility, abortion, malformations (altered gene product), and heritable genetic diseases (Nielsen, 1993).

Damage to DNA by genotoxic compounds can result mainly in three different events that are indicative of chromosomal damage: sister chromatid exchange, chromosomal aberrations (numerical and structural), and micronuclei production.

#### 2.3.3.1 Sister chromatid exchange

Sister chromatid exchange (SCE) involves the breakage and rejoining of chromosomal DNA and yields to the reciprocal interchange between chromatids. SCE indicates either ‘spontaneous’ or induced errors in DNA replication, and results from misreplication of a damaged DNA template through recombination at a stalled replication fork. Thus recombination between two stalled replication forks on separate chromosomes can result in chromatid interchange (Preston, 1991). Therefore, SCE induced by radiation or chemicals can be considered as a recombination process (frequently within homologous DNA regions) that occurs during the repair of damaged DNA or the replication of a damaged template. Since recombination is more likely to occur within a single replication fork, the frequency of SCE is presumably higher than that of chromatid interchanges between different chromosomes.
The incomplete SCE formation, i.e. when only one of the two DNA helices involved in the misreplication rejoins, can lead to chromatid deletions. Thus recombination at a stalled replication fork can also result in chromosome aberrations (Preston, 1991). The points of separation between early and late replicating DNA, visible by the limit between light and dark bands in chromosome preparations stained with Giemsa, represent the sites where ‘stalled’ replication forks are located, and can therefore be considered as ‘hot-spots’ for SCE and aberration induction (Preston, 1991). SCE analysis is a rapid and sensitive tool for the assessment of genetic damage induced by subtoxic doses of carcinogens and mutagens (Carrano et al., 1978). Several studies have examined chromosomal aberrations and sister chromatid exchanges on lymphocytes from rats, humans and invertebrates exposed to different xenobiotics. These indicate that there is a correlation between the frequency of SCE and exposure to mutagenic agents (Zhang et al., 1998).

It has been observed that embryo-larval polychaetes exposed to mitomycin C, methane-sulphonate, cyclophosphamide and benzo[a]pyrene showed a dose-related increase in SCE frequency (Jha et al., 1996). Similarly, Das & John (1997) recorded significant increases in SCE in gill tissues from bloch (Etroplus suratensis) exposed by intramuscular injection to three different dose levels of methylmethane sulphonate and cyclophosphamide, and observed that long chromosomes had more exchanges than short chromosomes. Although SCEs are generally more sensitive indicators of genotoxic effects than structural aberrations, they lack specificity, i.e. no direct association can be established between SCE induction and adverse cellular or health outcome, and SCEs do not indicate a mutagenic effect. Thus, the analysis of SCEs is a useful biomarker of exposure in short-term assays, but has a limited value in risk assessment (Tucker & Preston, 1996).

2.3.3.2 Chromosomal aberrations

Aneuploidy constitutes a numerical chromosome aberration. It can arise when chromosomes do not segregate correctly at mitotic or meiotic anaphase, giving place to hyperploid and hypoploid daughter cells. There are different mechanisms that can give rise to aneuploidy, such as alterations in cellular physiology, damage to the mitotic spindle and associated elements (which results in the failure of particular chromosomes to associate with the mitotic spindle), damage to chromosomal substructures (such as absence of a kinetochore or presence of a non-functional one), chromosome rearrangements, formation of a mutant topoisomerase II, or failure of centromere separation that can result in non-disjunction (Degrassi & Tanzarella, 1988; Preston, 1991; Tucker & Preston, 1996).

Clastogenic agents can induce functional aneuploidy as a result of chromosomal rearrangements and subsequent chromosome segregation. However, few chemicals (colchicine, vinblastine, nocodazole) have been identified to induce aneuploidy, and in general they affect the microtubule cytoskeleton interfering with the normal formation of the mitotic (meiotic) spindle (Preston, 1991).

Several specific aneuploidies have been associated with tumour development in humans (Tucker & Preston, 1996). Genetic defects induced in animal systems can be transmitted via sperm to offspring. The types of genetic damage transmitted by sperm include numerical aneuploidy, structural abnormalities, and gene mutations (MacGregor et al., 1995). To the
best of our knowledge, there is no report in the literature on chemically-induced aneuploidy in fish.

Chromosomal damage can also arise by the misrepair or misreplication of damaged DNA. This constitutes a structural chromosome aberration which is the primary target for the induction of chromosomal damage.

All types of damage in chromosome structure such as asymmetrical exchanges (dicentrics and rings) and deletions (terminal and interstitial) lead to the loss of chromosomal material at mitosis, or the inhibition of accurate chromosome segregation at anaphase, which can result finally in cell death (Tucker & Preston, 1996). Some of these events such as deletions and ring and dicentric chromosomes may yield chromatin pieces, also called acentric fragments that lack a centromere and are incorporated into micronuclei (section 2.3.3.3).

Jha et al. (1996) observed that exposure of embryo-larval polychaetes to mitomycin C, methanesulphonate, cyclophosphamide and benzo[a]pyrene leads to a dose-related induction of chromosomal aberrations. Al-Sabti and Kurelec (1985) detected chromosomal aberrations in gill cells from mussels that were transferred from a clean site to a site polluted with untreated domestic and harbour wastes. In the same study they observed a dose-response of chromosome aberrations induction in mussels exposed to benzo[a]pyrene in the laboratory. Different chromosomal aberrations, such as breaks, ring chromosomes and dicentric chromosomes, have been detected in kidney cells after the injection of three fish species (common carp, *Cyprinus carpio*; tench, *Tinca tinca*; grass carp, *Ctenopharyngodon idella*) with aflatoxin B1, aroclor 1254, benzidine, benzo[a]pyrene and 20-methylcholanthrene. Besides, these chromosomal aberrations are induced in a dose-dependent manner in the three fish species tested, although the level of chromosomal aberrations induced by each chemical differed in each fish species (Al-Sabti, 1985).

### 2.3.3.3 Micronuclei production

Micronuclei (MN) are the final expression of the molecular damage induced by genotoxic agents. In addition, micronuclei have been more frequently employed as a genotoxicity index than chromosomal aberrations and sister chromatid exchanges in cytogenetic studies performed in fish. Micronuclei are formed during mitotic anaphase, when acentric chromatid(s) and chromosomal fragments lag behind the centric elements move towards the spindle poles (Doherty *et al.*, 1996). A portion of the lagging elements form one or several secondary nuclei in the daughter cells much smaller than the principal nucleus (1/5 to 1/20), containing chromosomal fragments or acentric chromosomes that are not incorporated into daughter nuclei, and are therefore called micronuclei (Al-Sabti & Metcalfe, 1995). The effect of chiasmata at meiosis can also be important; for example, a chiasma within a paracentric inversion will generate an acentric fragment which can form a micronucleus (Heddle *et al.*, 1991).

There are four recognised mechanisms by which micronuclei can arise (Heddle *et al.*, 1991):

1. Mitotic loss of acentric fragment
2. A variety of mechanical consequences of chromosomal breakage and exchange
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(3) Mitotic loss of whole chromosomes
(4) Apoptosis (Fig. 2.7).

The latter is a form of nuclear destruction in which the nucleus disintegrates and nuclear fragments are formed. Apoptosis occurs both naturally and in response to chemically-induced cellular damage (which need not be genetic in nature, i.e. the inhibition of protein synthesis). While acentric fragments may originate from misrepaired DNA lesions (Fenech et al., 1994) as well as from direct induction of double-strand breaks, disturbances of the mitotic cycle may cause chromosome misdistribution during the cell division, and appearance of micronuclei, finally giving rise to aneuploidy (DeGrassi & Tanzarella, 1988).

Fig. 2.7  Schematic illustration of the mechanism of micronuclei formation in cells after one cell replication following the DNA damaging event. Modified from Al-Sabti & Metcalf (1995).
Micronuclei induced by clastogen chemicals (those inducing chromosome structural changes) can be distinguished morphologically as a class from those induced by aneugens (those inducing chromosome numerical changes) because they are smaller and by the frequency with which centromeres are present. Micronuclei induced by apoptosis may not be distinguishable morphologically from other micronuclei, since all micronuclei are pycnotic in these cells. It is noteworthy that some but not all micronuclei arising from apoptosis would be expected to contain centromeres (Heddle et al., 1991). Micronuclei in fish are smaller when compared with micronuclei from mammalian cells, because most fish chromosomes are much smaller than mammalian chromosomes (Al-Sabti & Metcalfe, 1995).

Excluding apoptosis, at least one cell replication is necessary for micronuclei appearance after the DNA damaging event (Heddle et al., 1991; Al-Sabti & Metcalfe, 1995). However, not all acentric fragments become micronuclei at the first cell division; some can survive, replicate, and become micronuclei at the second or subsequent division. It has additionally been suggested that micronuclei frequency decrease with cell division because chromosomes in micronuclei may continue to replicate and reattach to the spindle at a subsequent mitosis, producing a normal daughter cell, while the micronucleus remains associated with the originally produced hypoploid nucleus. This mechanism requires that there are minimal adverse effects when the chromosomes are in the micronucleus and that the cell can survive to mitosis (Tucker & Preston, 1996). Since micronuclei cannot be observed until after the first cell cycle, the frequencies of these within a cell population is highly dependent on the kinetics of cell proliferation. Rates of cell proliferation probably vary widely, depending on fish species, target tissue and environmental conditions (e.g. temperature) (Al-Sabti & Metcalfe, 1995).

There has been an increasing interest towards the use of micronuclei as an index of cytogenetic damage in fish and other marine organisms exposed to a variety of toxic and genotoxic pollutants under laboratory (Al-Sabti, 1986a,b; Al-Sabti, 1994; Al-Sabti et al., 1994; Al-Sabti, 1995b; Burgeot et al., 1995; Venier et al., 1997; Marlasca et al., 1998) and field conditions (Al-Sabti & Hardig, 1990; Al-Sabti, 1992a,b; Burgeot et al., 1996a; Rao et al., 1997). Micronuclei detection assay has been employed in genotoxicity studies carried out in invertebrates (Brunetti et al., 1992; Burgeot et al., 1995, 1996b; Venier et al., 1997), fish (Al-Sabti et al., 1994; Al-Sabti, 1995b; Rao et al., 1997; Marlasca et al., 1998) and humans (Fenech et al., 1994; Vral et al., 1994). Currently, MN detection represents a widely used parameter, easily performed, which also allows molecular approaches in studying the effects of many clastogenic or aneugenic agents (Venier et al., 1997).

Various studies have shown that the peripheral erythrocytes of fish have a high incidence of micronuclei after exposure to different pollutants under field and laboratory conditions. Al-Sabti (1994) observed that selenium, mercury, methylmercury and their mixtures induce micronuclei under laboratory conditions in the binucleated erythrocytes of Prussian carp (Carassius auratus gibelio) in a dose-dependent manner. The exposure by injection of five carcinogenic-mutagenic chemicals (aflatoxin B1, arcoel 1254, benzidine, benzo(a)pyrene and 20-methylcholanthrene) of three species of cyprinids (common carp, C. carpio; tench, T. tinca; and grass carp, C. idella) enhanced the frequency of micronuclei in their erythrocytes (Al-Sabti, 1986a). Pacheco and Santos (1996) observed a significant increase in micronuclei in erythrocytes from eels (Anguilla anguilla) exposed under laboratory conditions...
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to cyclophosphamide (a standard mutagenic compound) and bleached kraft pulp mill effluent (which induced higher MN frequencies than cyclophosphamide). Marlasca et al. (1998) found a significant increase in the frequencies of micronucleated erythrocytes from rainbow trout (Oncorhynchus mykiss) exposed in the laboratory to a textile industry effluent. It has also been observed that exposure of Prussian carp to various concentrations of chromium under laboratory and field conditions causes an increase in the frequency of micronuclei compared with the control groups (Al-Sabti et al., 1994). Al-Sabti (1992a,b) reported an induction of the frequency of micronuclei in erythrocytes of four fish species (pike, Esox lucius; perch, Perca fluviatilis; roach Rutilus rutilus; and bream, Abramis brama) from Swedish lakes environmentally exposed to radioaeesium. Erythrocytes from perch (Perca fluviatilis) sampled from areas contaminated by pulp mill wastewater products showed a higher frequency of micronuclei compared to those sampled far from waste discharge points (Al-Sabti & Hardig, 1990).

The micronucleus assay has also been applied to hepatic cells from fish. Hepatocytes are generally exposed to high concentrations of xenobiotics since liver is the major site of xenobiotic metabolism and transformation in the body (Al-Sabti, 1995a; Rao et al., 1997). Rao et al. (1997) observed an elevated incidence of hepatic micronuclei in brown bullheads (Ameiurus nebulosus) collected from Hamilton harbour (Ontario), a site contaminated with elevated concentrations of PAHs and showing also visible lesions in fish after environmental exposure to genotoxic substances, relative to the micronucleus incidence in bullheads from reference sites with no external pathologies. In the same study, rainbow trout (O. mykiss) injected with an extract from a pulp mill effluent exhibited an elevated incidence of hepatic micronuclei compared to controls. Hepatocytes from rainbow trout exposed in vitro to selenium, mercury, methylmercury and their mixtures, showed a dose-dependent increase in MN frequencies when compared to the relevant controls (Al-Sabti, 1995a).

2.3.4 Detection of chromosome damage

Several molecular and cytogenetic techniques originally developed for the assessment of genotoxicity in mammals have been applied to fish. However, many of those procedures using metaphase techniques, such as sister chromatid exchange and chromosomal aberration assays, are not practical for many fish species (e.g. salmonids, cyprinids, ictalurids) because the fish karyotype consists of large numbers of small irregular chromosomes (Al-Sabti 1995a; Zhang et al., 1998). Although species of mudminnow (Umbra sp.) have a suitable karyotype for metaphase analysis of genotoxicity, these species are of little use for in situ monitoring studies because they are relatively rare and of no commercial value (Al-Sabti, 1995a).

2.3.4.1 Sister chromatid exchange

Interchanges between the chromatids of individual chromosomes and sister chromatid exchanges are detectable after two or more rounds of replication post the initiation of damage in DNA (Geard, 1992; Zhang et al., 1998). Incubation with BrdU of mitotically active cells (by addition to the cell culture or by in vivo exposure) for two consecutive replication
rounds and arresting cells in metaphase, yields sister chromatids that can be stained differentially and allows the identification of the exchanged segments (Preston, 1991; Tucker & Preston, 1996).

2.3.4.2 Chromosomal aberrations

Both structural and numerical chromosomal aberrations can be detected by cytogenetic techniques involving the visual analysis of slides of cells in metaphase and counting the number of metaphase chromosomes. Unbanded chromosomes have been used in the detection of all types of chromatid aberrations, such as asymmetrical exchanges (dicentrics and rings) and deletions (terminal and interstitial) (Tucker & Preston, 1996). Chromosome banding allows the analysis of all types of structural aberrations, specifically including symmetrical exchanges (reciprocal translocations, inversions and insertions). Low visibility of replication banding patterns has been obtained in most fish species. Another drawback of this technique is that it requires the construction and analysis of the karyotype for each cell scored. Moreover, it is slower and more expensive than the use of unbanded chromosomes and requires experimented observation.

Alternative methods to structural banding have been developed and applied to fish chromosomes. Replication banding of chromosomes is based on the use of a DNA base analog such as BrdU, which is incorporated to DNA of mitotically active cells (Preston, 1996; Zhang et al., 1998), followed by the use of fluorescein tagged antibodies against BrdU and allows a better visualisation of chromosome structure. Potential solutions for this drawback also include densitometric analysis of chromosomes and immunochemical detection methods (Zhang et al., 1997; Zhang & Tiersch, 1998a). Objective and quantitative analysis of weak bands found in fish chromosomes is possible by computer assisted analysis (Zhang et al., 1998; Zhang & Tiersch, 1998b). Different techniques have been used in the analysis of chromosome numerical aberrations such as measurement of DNA content by flow cytometry or using microfluorimetry and microdensitometry (Al-Sabti, 1995b).

The preparation of metaphase chromosomes is time-consuming and can be difficult due to technical problems like chromosome loss during the procedure (which limits the analysis of aneuploidy) (Al-Sabti, 1986c), or reduced cell proliferation due to chemical exposure (MacGregor et al., 1995; Tucker & Preston, 1996). The analysis of cytogenetic abnormalities in cells and tissues has been facilitated by the use of DNA probes. The development of fluorescent-based staining methods (FISH, fluorescent in situ hybridisation) has led to a significant improvement in the metaphase-based cytogenetics. FISH provides fast, precise and sensitive localisation of DNA sequences since it involves a hybridisation reaction between a labelled nucleotide probe and a complementary strand of target DNA or RNA (Zhang et al., 1999). Therefore, this technique permits the labelling of chromosomes along their entire length in a procedure commonly known as ‘chromosome painting’, and allows the identification of the location and number of copies of a particular chromosome in either metaphase or interphase cells (MacGregor et al., 1995). FISH is commonly used for diagnosis of chromosomal abnormalities since structural and numerical alterations of chromosomes can be detected using this technique.

The chromosome painting technique offers several advantages compared to conventional cytogenetic analyses, such as increased speed of analysis, increased ease and
efficiency of analysis and improved specificity and sensitivity for detecting both subtle and complicated alterations, particularly reciprocal translocations (MacGregor et al., 1995). Probes for different chromosomes can be labelled in different colours and can be combined to analyse cells for alterations in chromosome structure and number. One deficiency of chromosome painting is that the method only detects exchanges that occur between chromosomes painted with different colours or between chromosomes painted in the same colour but with sufficiently different staining intensity (Preston, 1996). Another limitation of FISH is that multiple copies of a target sequence are needed for detection. The use of the in situ polymerase chain reaction that yields to the multiplication of target DNA sequences in combination with FISH (ISPCR) has enabled the detection of single copies of DNA (Zhang et al., 1997; Engelen et al., 1998). These procedures, although well developed for mammals, are not widely applied in fish. Zhang et al. (1999) developed an ISPCR technique able to detect a single-locus gene on catfish chromosomes.

Painting probes for human chromosomes have been widely used and are available from several commercial sources. Many approaches have been developed for testing aneuploidy in human sperm using DNA probes (for chromosome-specific repetitive sequences or high complexity probes) repetitive, multiple dyes and FISH (MacGregor et al., 1995). However, development of painting probes for chromosomes of other species is more recent, because of the greater difficulty in obtaining pure individual chromosomes as a source for probe development. No information is available about painting probes for fish chromosomes.

Chromosome painting can be incorporated into existing toxicology studies without altering the exposure protocols normally employed and can provide important information about tissue-specific genotoxic effects (MacGregor et al., 1995).

2.3.4.3 Micronuclei production

Micronuclei assays, originally developed with mammalian species, have been used extensively to test for the genotoxic activity of chemicals in fish (Al-Sabti, 1986a, 1992a,b, 1994, 1995b; Al-Sabti & Hardig, 1990; Rao et al., 1997; Marlasca et al., 1998). Scoring of micronuclei in the interphase is technically much easier and more rapid than the scoring of chromosomal aberrations during metaphase (Al-Sabti, 1995a). Venier et al. (1997) applied the micronucleus assay to gill cells from mussels and concluded that at least 2000 cells per animal must be scored. The micronucleus assay using any type of cell requires that target cells treated with a genotoxic agent must undergo mitosis so that the micronuclei are visible in the cytoplasm after the first cell cycle or subsequent cell cycles (Doherty et al., 1996). Thus, the frequencies of micronuclei observable within a cell population depend on the kinetics of cell proliferation. In general, the length of the cycle in organisms depends on the time needed to replicate DNA and perform nuclear division, and probably varies widely, depending on fish species, the target tissue and environmental conditions (e.g. temperature). There is little data on the duration of the cell cycle in the tissues of teleost species, partly because the cell cycle varies
with temperature in these poikilotherms (Al-Sabti, 1994). Therefore, considerable work is needed to establish a time for optimum yield of MN after exposure to genotoxic agents and to standardise assay procedures (Al-Sabti & Metcalfe, 1995).

Cytokinesis can be blocked in cell cultures (without inhibiting nuclear division) by adding cytochalasin-B, so that micronuclei can be easily scored one cell division after genotoxic insult (Al-Sabti, 1994). The \textit{in vitro} cytokinesis-block micronucleus assay has been applied to human lymphocytes (Fenech \textit{et al.}, 1994; Vral \textit{et al.}, 1994) and fish hepatic cells (Al-Sabti, 1995a,b) and erythrocytes (Al-Sabti, 1994).

Two main cell types from fish have been used in micronucleus assays: hepatocytes and erythrocytes. Since teleost erythrocytes are nucleated, \textit{in vitro} methods using fish erythrocytes (Al-Sabti, 1994) have been developed, and micronuclei have been scored in fish erythrocytes as a measure of clastogenic activity (Al-Sabti, 1994; Al-Sabti & Metcalfe, 1995). Rao \textit{et al.} (1996) described a very detailed procedure for the quantification of the number of micronuclei in hepatocytes of the teleost liver applicable either to field and laboratory studies. However, one of the drawbacks of using liver as a target tissue is that hepatocytes are not continually dividing and liver injury must be induced to stimulate proliferation of the hepatocytes (for example exposing fishes to allyl formate, a chemical hepatic necrogen) so that clastogenic end-points can be visualised (Al-Sabti & Metcalfe, 1995). Al-Sabti (1995a) described an \textit{in vitro} micronucleus assay using hepatocytes as cell targets to evaluate the genotoxicity of single chemicals or complex environmental mixtures, without the need to injure the liver with allyl formate to induce cell proliferation.

The \textit{in vitro} micronucleus assay may be used to assess the induction of both structural and numerical aberrations. Because micronuclei can arise from both structural and numerical chromosome aberrations through different mechanisms (chromosome breakage, spindle disruption, apoptosis), two molecular approaches have been developed in order to discern the process that induced micronuclei formation. First is the use of antikinetochore antibodies that label centromeric regions through binding to proteins present at the site where chromosomes attach to the spindle (Fenech \textit{et al.}, 1994). Therefore, micronuclei can be distinguished that contain one or more whole chromosomes (the number of which can be often determined) arisen by disruption of mitotic spindle or other components of mitosis, from micronuclei formed by clastogenic processes which contain fragments of chromosomes. The approach is fast, simple and relatively inexpensive; it could be applied for routine screening of the induction of aneuploidy in genetic toxicology testing, both \textit{in vitro} and \textit{in vivo} (Heddle \textit{et al.}, 1991).

Secondly, similar determination of the contents of micronuclei can be made by the use of DNA hybridisation probes. Most probes hybridise to the repetitive DNA adjacent to the centromere of a single pair of chromosomes. Others consist of pools of unique sequence DNA which label whole chromosomes. The centromeric probes yield significantly brighter signal compared with that achievable with the antikinetochore antibody. However, these probes also suffer from several disadvantages, including:

1. A greater amount of work required to accomplish the staining
2. Chromosome-to-chromosome variability with respect to the amount of centromeric heterochromatin, at least for humans
Chromosome breaks which may occur within the heterochromatin such that fragments may contain enough labelled DNA to give the impression that a micronucleus contains a whole chromosome (Heddle et al., 1991).

The possible subjectivity of the microscopic analysis for micronuclei can be avoided by using automatic systems approached either by flow cytometry or by computerised image analysis. A more sensitive and selective micronucleus assay system has been developed in order to improve some drawbacks of the assay, such as lack of sensitivity and the possibility to confound nuclear damage from viral erythrocytic necrosis as a clastogenic response (Al-Sabti, 1994; Al-Sabti & Metcalfe, 1995).

2.4 Higher level consequences of genetic damage

2.4.1 Germ line effects

While much of the research on genetic damage is focused on somatic effects, such as tumour formation and embryo malformation, germ line effects may be more significant under low exposure in the long term. This is significant because it may result both from the likelihood of occurrence of genetic damage in gametes, as well as its potential effects on population viability. There is evidence that DNA repair mechanisms may not be active in gametes (Anderson & Wild, 1994). This may be one of the causes for increased embryo mortality and malformation after exposure to genotoxins. Other consequences of such restricted DNA repair, however, include heritable effects of genotoxins. These may affect the next generation directly, by causing inherited diseases such as certain forms of cancer. Alternatively, if the mutation is recessive and thus has no effect on the phenotype of the embryo, they will be passed on to subsequent generations. The effects of the accumulation of such recessive mutations may then result in increased ‘mutational load’ and thus reduce population viability in the long term, issues which are discussed in greater detail in Chapter 7.

2.4.2 Somatic effects

Tumour formation is one of the possible somatic effects of xenobiotic-induced genetic damage. Whilst there is an extensive literature on neoplastic disorders in finfish and shellfish, none of it considers the disease as a possible consequence of genetic damage, with the few exceptions noted in previous sections 2.1. to 2.3. Indeed, whilst many of the studies originating from the USA correlate neoplastic disorders with tissue or substrate contaminant burdens, the literature from Europe, with the notable exception of Lowe and Moore (1978), tends to view many of the pathologies as being responses to pathogens. General aspects of tumour formation and prevalence in European fish are considered further in Chapter 4.

There is a class of mammalian pathologies referred to as storage diseases that are considered to result from a genetic mutation or genetic damage. The condition manifests itself as large deposits of, among others, glycogen and lipids in tissues of the body, and is the result of a breakdown in the lysosomally mediated degradative mechanisms for those substances.
Whilst abnormal accumulations of lipids have been observed in finfish (McCain et al., 1978; Solangi & Overstreet, 1982; Köhler et al., 1992; Lowe et al., 1992) and shellfish (Lowe et al., 1981; Wolfe et al., 1981; Pipe & Moore, 1986; Cajaraville et al., 1990), these are not attributed to genetic mutation or damage but rather to the cytotoxicity of contaminant chemicals.

### 2.4.3 Developmental effects

In a study on English sole it was shown that carcinogenic polycyclic aromatic hydrocarbons and their metabolites could accumulate in reproductive tissues and chemically modify gonadal macromolecules (DNA), and it has been shown in mammalian studies that this can lead to such effects as mutagenesis and teratogenesis (Varanasi et al., 1982). This, together with data reported in sections 2.1 to 2.3, demonstrates that there is evidence to indicate that the DNA of marine species can be affected by contaminants which in all probability would translate into some type of abnormality in the offspring, or death.

Several studies have demonstrated developmental abnormalities in finfish species which could result from direct toxicity or as a consequence of damage to the DNA. Cameron and Berg (1992) examined embryos of dab collected from a series of sample stations along a transect extending from the inner German Bight out onto the Dogger Bank (the Bremerhaven Workshop transect). The results showed that whereas some 32% of embryos from the inner, more polluted, site had malformations, the figure dropped to 9% offshore and then increased again in samples taken from the Dogger Bank, which is known to have high levels of contaminants. Similarly, von Westernhagen et al. (1988) observed malformations in fish embryos, including cod, flounder and plaice, in the western Baltic and concluded that anthropogenic inputs may have been the cause. von Westernhagen et al. (1988) were unable to say, however, whether the embryonic malformations were as a direct consequence of contaminant exposure on the eggs or through the accumulation of toxicants in the parental gonad. However, in laboratory studies where winter flounder were exposed to DDT and dieldrin, prior to spawning, decreasing fertilisation success was observed (Smith & Cole, 1973) suggesting that parental exposure to contaminants can have serious consequences for the offspring (Weis & Weis, 1989). By contrast, investigations with brown trout demonstrated that whilst oogenesis was delayed following exposure to cadmium, the eggs and fry that were produced developed normally after fertilisation (Brown et al., 1994).

Information about developmental effects of peroxisome proliferators on fish species is scarce. In mammals peroxisome proliferators are known to adversely affect reproduction and development, in addition to their ability to cause hepatocellular carcinogenesis (section 2.1.5.1). It has been shown that some of the contaminants causing peroxisome proliferation such as phthalate esters are estrogenic (Jobling et al., 1995; see also Chapter 5) and produce adverse reproductive effects disrupting normal male development (IPCS, 1992; Wine et al., 1997). For instance, the phthalate ester plasticiser diethylhexyl phthalate (DEHP) causes testicular atrophy and shows teratogenic properties in rodents and other laboratory mammals (IPCS, 1992). In fish, DEHP administration has been related to a reduced survival of rainbow trout and zebrafish fry, and to decreased production of fry in guppies (IPCS, 1992).

In conclusion, as reviewed extensively by Weis and Weis (1989), there is ample evidence in the literature to show that exposure to some contaminants, whether parental or early
Effects of Pollution on Fish life-stage, results in malformations in a diverse range of finfish species, many of which are known to be of commercial significance to European fisheries. Those contaminants include chemicals known to damage DNA either directly or through ROS production (i.e. some pesticides, PCBs, mutagenic PAHs such as benzo[a]pyrene, oil derivatives, transition metals), although in most studies the links between contaminant-induced DNA damage and further reproductive and developmental effects are not demonstrated. In addition, environmental contaminants can vary greatly in their effects on different fish species (Weis & Weis, 1989). The effects of xenobiotics on larval development are covered in more detail in Chapter 3.

2.5 Conclusions

Mechanisms of genetic damage and their link to molecular responses in wild fish populations have been reviewed, with special consideration of higher level effects and gaps in current knowledge. Damage to DNA may occur by oxygen radicals, by adduct formation or directly by mutagenic chemicals and radiation. The production of ‘reactive oxygen species’ by cytochrome P450-driven reactions and by peroxisome proliferation, and the relevance of protection mechanisms such as oxyradical scavengers, lysosomal sequestration and the induction of antioxidant enzymes, stress proteins and metallothioneins have been discussed.

DNA adducts may be formed by many hydrophilic compounds, or by metabolites of detoxification systems such as cytochrome P450. Although such adducts potentially lead to mutations and tumour formation, the empirical demonstration of a link between elevated levels of DNA adducts and higher level effects has been difficult. Direct genetic damage may occur by mutagenic chemicals or radiation, and may affect a wide range of cellular functions. DNA repair mechanisms revert some DNA damage, though their efficiency may be affected by physiological factors and life-story stage. Direct chemical effects on chromosomes including sister chromatid exchange, micronucleae production and other nuclear abnormalities are also considered. There is still limited knowledge on quantitative links between damage at the genetic and molecular level, and individual health, fecundity and population productivity and viability.
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3.1 Induction of specific proteins

As seen in Chapter 2, protein mediated responses play an important role in the protection of organisms exposed to a wide variety of chemical or physical stressors. In addition, it is possible to demonstrate a link between the induction of these proteins and increased protein degradation and turnover. Protein turnover may be linked with lysosome function and have important physiological consequences on the energy balance and physiology of an organism. Evidence for these links is presented here.

3.1.1 Phase I and II detoxification enzymes

Biotransformation or metabolism of lipophilic chemicals to more water soluble compounds is a prerequisite for detoxification and excretion (Goksøyr & Förlin, 1992). In addition, certain steps in the biotransformation pathway are responsible for the activation of foreign compounds to the reactive intermediates that ultimately result in toxicity, carcinogenicity and other adverse effects (Guengerich, 1987; Nebert & Gonzalez, 1987; Varanasi, 1989; and Chapter 2). Biotransformation is divided into phase I and phase II according to the terminology of Williams (1974).

The cytochrome P450 (CYP) monooxygenase system, participates in the phase I (usually oxidative and functionalisation step) biotransformation process. It is also engaged in critical physiological functions such as steroid hormone synthesis and inactivation, metabolism of fatty acids (Fitzpatrick & Murphy, 1989) and of prostaglandins (Zimniak & Waxman, 1993) among other functions, making interactions between foreign chemicals and physiological processes possible.

In phase II (conjugation and detoxification), larger endogenous groups are conjugated to the activated (oxygenated) xenobiotic with the aid of different families of transferase enzymes such as UDP glucuronosyltransferase (UDPGT) and glutathione S-transferase (GST) (George, 1994), thereby transforming a lipophilic xenobiotic into a polar and water-soluble end-product which can be excreted from the organism through bile or urine or over the gill.
Some of the isozymes in the P450 gene superfamily are constitutively expressed in the cell. Other, inducible isozymes are expressed only after stimulation by specific hormonal or chemical compounds. Many chemically different compounds are known to induce de novo synthesis of cytochrome P450 (Nebert & Gonzalez, 1987; Nebert et al., 1989). Inducers of the P450 system are classically divided into polyaromatic hydrocarbon (PAH)-type and phenobarbitol (PB)-type inducers. However, it has become evident that many other compounds induce specific patterns of cytochrome P450 isozymes. Today, inducers are classified according to the family or subfamily of P450 genes that they activate.

Generally, the induction response is a process by which a chemical stimulates the rate of gene transcription, resulting in increased levels of messenger RNA and new synthesis of cytochrome P450 protein. Subsequent processing involves heme insertion and folding (post translational modification) yielding the catalytically active enzyme (e.g. CYP1A; Fig. 3.1).

In fish, 3-methylcholantrene (3-MC), polychlorinated biphenyl (PCB) mixtures (Aroclor 1254 and Clophen A50) and β-naphthoflavone (BNF) are known to induce hepatic and extra-hepatic UDPGT synthesis (Kleinow et al., 1987; Pesonen et al., 1987; Clarke et al., 1992; Gadagbui et al., 1996). The alkylphenolic xenoestrogen, 4-nonylphenol (NP), has been shown to increase hepatic UDPGT activity by 20% in juvenile Atlantic salmon (Salmo salar) at 1 mg NP/kg fish. At higher doses, apparent gradual decreases (albeit non-significant) in mean UDPGT activity were observed (Arukwe et al., 1997a).

In conjunction with CYP1A induction, the effects of inducing agents on total GST activity towards 1-chloro-2,-4-dinitrobenzene (CDNB) in fish liver have been reported in
several studies (Sinclair & Eales, 1972; Chatterjee & Bhattacharya, 1984; George & Young, 1986; Goksøyr et al., 1987; James, 1988; Van Veld et al., 1990; Zhang et al., 1990; Leaver et al., 1992; Gadagbui & Goksøyr, 1996). However, UDPGT and GST are also enzymes of multigene families, and comparatively less is known about their function and regulation in fish species (George, 1994).

In addition to exposure to certain types of environmental pollutants, several other biotic and abiotic factors are known to influence the cytochrome P450 monooxygenase system in fish. These include sex, reproductive status and steroid levels (Förlin & Hansson, 1982; Stegeman et al., 1982; Andersson, 1990; Förlin & Haux, 1990; Larsen et al., 1992; Arukwe & Goksøyr, 1997), changes in season and temperature (Lindström-Seppä et al., 1985; Snegaroff & Bach, 1990; Lange et al., 1994; Sleiderink et al., 1995).

3.1.2 Multidrug resistance protein

Multiple resistance is a phenomenon representing a complex group of cellular processes that are of importance in toxicology and oncology. Several mechanisms can account for reduced xenobiotic toxicity observed in various organisms. These include impaired uptake, sequestration into a non-target compartment, target alteration, biotransformation and enhanced excretion. Among these mechanisms, the importance of enhanced xenobiotic exportation has been recognised as contributing significantly to antibiotic and drug resistance in organisms from microbes to man. Xenobiotic expulsion, mediated by membrane-associated drug efflux pumps, can protect cells from a range of toxic compounds and, therefore, may confer single-step multixenobiotic resistance (MXR) (Higgins, 1992).

One of the most studied multiple resistance mechanisms is known as multidrug resistance (MDR). First described in mammalian cancer cell lines, this mechanism is related to the expression of a membrane permeability glycoprotein (Pgp) that confers the ability to lower the intracellular concentration of many different structurally and functionally unrelated toxic compounds below their toxic level (Gottesman & Pastan, 1993). This phenomenon is a major problem in cancer chemotherapy and tumours found to express the P-glycoprotein have been shown to have a poor prognosis (Chan et al., 1990). Nevertheless, multiple resistance is not restricted to cancer cell lines. A related phenomenon occurs in tissues of a wide range of natural species in order to prevent xenobiotic accumulation by transporting toxic xenobiotics or endogenous metabolites out of the cell (Thiebaut et al., 1987; Ouellette & Borst, 1991; Wu et al., 1991).

Marine organisms possess one or several proteins related to this transport system. Studies using radiolabelled, photolabelled and fluorescent compounds have shown that cells expressing this protein share some similar pharmacological behaviour with MDR-positive cancer cells (Kurelec, 1992; Holland-Toomey & Epel, 1993; Cornwall et al., 1995). The proposed role for this MXR mechanism in these marine animals is to serve as a defence system against environmental xenobiotics (Kurelec, 1992; Kurelec et al., 1996). In accordance with this hypothesis, some environmental xenobiotics, mainly hydrophobic pesticides, have been reported to interact with the mussel MXR-protein (Cornwall et al., 1995; Galgani et al., 1996) and differential expression levels of the MXR-protein have been found in mussels living in polluted and unpolluted waters (Minier et al., 1993).
The MDR phenomenon occurs in mussels and other invertebrates. The process is associated with a specific glycoprotein which is induced by exposure to the \textit{Vinca} alkaloid vincristine, as well as by exposure to complex mixtures of environmental contaminants (Minier & Moore, 1996; Smital & Kurelec, 1998). Consequently, MXR should be considered in the larger biological context of detoxication and protection processes in mussels and other marine invertebrates. These include the cytochrome P450 (CYP) detoxication enzymes, glutathione and glutathione-conjugating enzymes, other plasma-membrane drug efflux pumps, as well as the lysosomal accumulation of a structurally diverse range of drugs and xenobiotics (Moore & Willows, 1998). Any link between MDR/MXR induction and pollutant-induced pathologies remains as yet unknown, although MDR-glycoprotein is increasingly important as a biomarker in clinical oncology. MDR/MXR does appear to have potential merit as a diagnostic biomarker of organic micropollutant exposure in other marine species.

### 3.1.3 Stress proteins/chaperonins, metallothioneins

When cells experience unfavourable conditions, proteins become denatured, and more stress proteins (chaperonins) are synthesised to help with cellular repair and protection (Chapter 2). The proteins synthesised under stress conditions are highly conserved, and may be present at detectable levels in unstressed cells. Indeed, ‘stress proteins’ are essential for normal cellular homeostasis, and are known to promote thermotolerance.

The way in which stress proteins confer tolerance to extreme environments is directly relevant to understanding the physiology and ecology of marine organisms. For example, Smerdon \textit{et al.} (1995) investigated the relationships between stress protein accumulation, natural seasonal changes in environmental temperature, and thermotolerance in the blue mussel (\textit{Mytilus edulis}). Using Western analysis and a monoclonal antibody, they developed a protocol that enabled the simultaneous detection of four isoforms within the 70-kDa family of stress proteins. This family is the most abundant and conserved subset of eukaryotic stress proteins, acting as molecular chaperones that direct the folding, assembly and degradation of cellular proteins. They showed significant seasonal variation in endogenous levels of the 70, 72 and 78 kDa isoforms within gill tissue of mussels, which each correlated positively with local seasonal changes in both air and sea temperatures. In addition, seasonal changes in sea temperature and the abundances of 70, 72 and 78 kDa isoforms each correlated with thermotolerance measured experimentally as the time to 50% mortality at 28.5°C.

The high levels of stress-70 proteins detected during the summer months suggest that thermal stress in the natural environment was sufficient to cause protein damage in \textit{M. edulis}. These findings also suggest that seasonally increased levels of stress-70 protein confer enhanced thermotolerance in mussels, indicating that stress proteins may reflect or influence survival and distribution limits of eurythermal ectotherms.

The effects of contaminants on stress proteins has mostly focused on metallothioneins (Pedersen & Lundebaye, 1996). The impact of organic micropollutants on other stress proteins has not as yet shown any readily usable biomarkers although Lawrence & Nicholson (1998) have used Rat HSP70 monoclonal antibody to demonstrate sublethal induction of stress-70 protein in response to exposure to chlorine by-products.
3.1.4 Antioxidant enzymes

Partial reduction of molecular oxygen results in the formation of potentially toxic reactive species (ROS), such as the super oxide anion radical, hydrogen peroxide and hydroxyl radical. Such radicals are produced continuously in biological systems as by-products of normal metabolism: they are generally detoxified by antioxidant defence processes (Livingstone et al., 1992; see Chapter 2). Lemaire and Livingstone (1997) have demonstrated that a widespread potential for oxyradical production exists in fish liver via redox cycling of AH-quinones. The significance of enzymes such as DT-diaphorase, which detoxifies AH-quinones in mammals, is not clear since there is evidence of this enzyme leading to enhanced radical production in fish (Lemaire et al., 1996).

3.2 Protein degradation

3.2.1 Direct effects on protein catabolism

When marine molluscs such as mussels are exposed to contaminant chemicals, the lysosomes in the digestive gland epithelial cells show fairly rapid and characteristic pathological alterations (Lowe, 1988; Moore, 1988). These include swelling of the digestive cell lysosomes, accumulation of unsaturated neutral lipid in the lysosomes, increased fragility of the lysosomal membrane, and excessive build-up of lipofuscin in the lysosomal compartment. These changes are accompanied by atrophy of the digestive epithelium, apparently involving augmented autophagic processes, although there is also evidence of increased cell deletion (probably analogous to apoptosis in mammals) and the relationship between the two processes, if any, is unclear (Lowe, 1988; Pipe & Moore, 1986). For example, it is not known whether the autophagic-type changes predispose the cells to deletion. Linked biochemical and cytochemical investigations have demonstrated that increased fragility of the lysosomes, induced by phenanthrene, corresponds directly with increased catabolism of cytosolic proteins (Moore & Viarengo, 1987).

Experimental studies have clearly demonstrated that the lysosomal alterations described above can be induced by single toxicants such as copper and polycyclic aromatic hydrocarbons (Moore et al., 1984). At first sight this finding is perhaps surprising given that many thousands of individual chemicals are often present in a contaminated situation. However, it would appear that the pattern of lysosomal response observed is essentially very generalised and can be induced by non-chemical stressors such as hypoxia, hypothermia, osmotic shock and dietary depletion (Moore, 1985). Thus it would appear that many adverse conditions are capable of inducing autophagic-type changes. This non-specificity of the lysosomal reactions is therefore of value as a general indicator of deterioration in the health of the animal. It does not, however, identify the nature of the particular contaminants that are causing cell injury. More specific information about the causative agents can be obtained through the use of tests for lysosomal accumulation of sulphhydryl-rich metal-binding proteins (e.g. metallothioneins) which are induced by exposure to particular metals, and cytochrome P450 reductase which is induced by many lipophilic xenobiotics (Viarengo et al., 1985; Moore,
1988). Considered as a package, the use of cytochemical tests as subcellular pathological probes can provide relatively specific information.

Autophagic (self-eating) processes play an important role in the degradation of intracellular proteins, particularly under conditions of stress or induced cell injury (Moore, 1990). There is abundant evidence of stress-induced autophagy in animal cells, including those of invertebrates, fish and mammals. In particular, the exposure of animals to pollutant chemicals (both metals and organic xenobiotics) is known to induce cell injury and ensuing pathological change, which frequently involves autophagy and lysosomal alterations (Moore, 1990; Lowe et al., 1995a,b). The latter include increased fragility of the lysosomal membrane, enlargement and in some cases lipidosis. Enhanced catabolism of cytosolic proteins has also been indicated in some experimental studies. However, there is still considerable debate concerning the relative importance of lysosomal as opposed to non-lysosomal pathways of intracellular protein catabolism. A great variety of xenobiotics are taken up by lysosomes (Rashid et al., 1991), and more recent work has indicated that lysosomotropic chemicals can enhance traffic of intracellular proteins to the degradative lysosomal compartment (Moore et al., 1996a).

### 3.2.2 Radical damage to proteins and production of protein adducts

Aquatic organisms are sensitive to oxidative stress associated with exposure to environmental contaminants (Kirchin et al., 1992). Pre-exposure to copper causes elevated levels of protein carbonyl groups in the digestive glands of mussels. There are indications that this may occur particularly in the lysosomes where there is active production of oxyradicals (Winston et al., 1991). This area is certainly one area that deserves further study in order to determine the consequences of oxidative damage to proteins for cells.

### 3.2.3 Lysosomal damage in relation to protein turnover

Studies of lysosomal membrane fragility have been carried out in fish and invertebrate species. Exposure to a variety of contaminant effluents such as sewage sludge, pulp-mill waste, oil spillages and mixed wastes from industry have all been found to increase the fragility of fish hepatocyte lysosomes and molluscan digestive cell lysosomes (Moore, 1985, 1988, 1990; Köhler, 1989; Köhler et al., 1992; Lowe et al., 1992, 1995a,b; Moore et al., 1996a). In general, the reduction in lysosomal stability is accompanied by enlargement or swelling. Fatty change is also a frequent reaction to xenobiotics in the digestive cells, leading to apparent autophagic uptake of the unsaturated neutral lipid into the often already enlarged lysosomes (Moore, 1988).

In order to better understand both the metabolic basis and functional consequences of differences in whole-body protein turnover, procedures have been developed to study the component activities of different proteolytic pathways (Bayne & Hawkins, 1997). Traditionally, it has been thought that requirements for biosynthesis dominate energy expenditure. Nevertheless, among animals generally, a large component of about 30% of the empirical costs of protein deposition cannot be attributed to known synthetic processes, and it has been suggested that costs of protein turnover may contribute to the discrepancy. Bayne and Hawkins (1997) have shown that separate whole-body activities of the four main
lysosomal proteases were collectively associated with as much as 73% of the variation in maintenance energy expenditure between individual *M. edulis*. These associations were positive for cathepsin B, cathepsin D and the aminoacyl peptidase *Lap-2*. Conversely, higher whole-body activity of cathepsin L was associated with lower maintenance energy expenditure, apparently because cathepsin L was most active in the main tissue of nutrient storage, thereby mobilising energy reserves and reducing the need for protein turnover in remaining tissues. These findings indicate profound physiological consequences of lysosomal proteolysis, and that consequences vary according to functional differences between separate proteolytic pathways. They also suggest that the relative balance between proteolytic pathways will prove a major determinant of growth efficiency and other performance traits (Bayne & Hawkins, 1997).

### 3.2.4 Stress pigment formation

The uptake and toxicity of organic micropollutants in aquatic organisms are governed by the physical chemical speciation of these contaminants. Since lipophilic pollutants are largely bound to particulate and colloidal organic carbon, it is probable that contaminant entry into cells is directly related to the extracellular and intracellular behaviour of particulates/colloids with adsorbed chemicals. The aim here is to consider the cellular mechanisms of accumulation of organic chemical micropollutants, with emphasis on bulk transport into cells, via endocytic uptake into membrane enclosed vesicles, of particulate organic carbon with sorbed contaminant ligands. In this context, lysosomal accumulation of toxic metals and organic xenobiotics is a well-documented cellular phenomenon, and it has been repeatedly demonstrated that induced lysosomal damage is also a significant factor in cell injury. Sequestration in lysosomes has also been postulated to have a protective role through the physical detoxication of pollutants. Physical chemical binding of ligands to lysosomal lipofuscin (generated by the interaction of oxyradicals and protein breakdown) is also considered in relation to pollutant storage capacity and thresholds for cell injury. It has been suggested that animals with highly developed cellular lysosomal systems are more tolerant of pollutants (Moore, 1990; Moore & Willows, 1998).

Stress pigment or lipofuscin is a characteristic complex macromolecular lipopigment found in lysosomes (Moore, 1990). Lipofuscin is produced by the action of lipid peroxides on intralysosomal peptides and proteins, which in turn are produced by the action of reactive oxygen species (ROS) on the intralysosomal unsaturated lipids (Moore & Willows, 1998).

Lipofuscin is characterised by repetitive conjugated Schiff bases on the molecule (Moore & Willows, 1998). These conjugated sites on the molecules, together with substituent groups on the peptide chain, will provide binding sites for free contaminant ligands within the lysosomal microenvironment. Such binding by lipofuscin will essentially provide a trapping mechanism which represents a detoxication and protection process. In lower organisms, such as invertebrates, cells can eject lipofuscin by exocytosis of residual bodies (tertiary lysosomes) (Moore, 1990). This released lipofuscin will become incorporated into faecal material or else will be lost into the urine if it is produced in kidney or pericardial gland epithelia (e.g. in molluscs) (Moore, 1990). For organisms which have only a very limited capability for metabolising the contaminant ligands, such as molluscs, this mechanism may be the primary pathway for detoxication and excretion (Moore & Willows, 1998).
3.2.5 Cellular pathology and repair processes

3.2.5.1 Cell injury and carcinogenesis

Tissue and organ structure is an integration of the many biochemical, cellular and physiological processes occurring within it, as well as any pathological disturbances to these processes (Hinton & Lauren, 1990; Moore et al., 1994). Hence, histopathology provides a potentially powerful tool for the assessment of cell injury by environmental pollutants and in the prediction of higher level consequences of such injury. Extensive histopathological studies have been conducted on the impact of pollutants on fish and shellfish (see Moore et al., 1994 and Chapter 4). A number of characteristic changes have been noted in the digestive glands of molluscs and the livers of fish (Moore et al., 1994).

In fish livers the cellular changes preceding the formation of phenotypically altered foci (preneoplastic lesions) have been described (Köhler et al., 1992). These involve changes in the lysosomes and endoplasmic reticulum of the hepatocytes, as well as phospholipidosis and other evidence of autophagy. The relationship of foci to neoplastic change in fish liver cannot at present be determined and requires further experimental investigation. It should be noted that neoplastic change in itself is of little significance in ecological terms unless the incidence in the population is extremely high. The value of pursuing the ‘neoplastic pathway’ is that this type of disease is probably indicative of exposure to carcinogenic organic micropollutants, although whether this occurs in embryos and larvae associated with the xenobiotic-rich surface microlayer or in juveniles and adults in contact with bottom sediment and contaminated prey organisms is still an open question (see Moore et al., 1994). However, the findings that the prevalence of ras-oncoprotein positivity and foci of altered cells in the livers of adult dab are similarly distributed would support the hypothesis that the initial steps in the process are occurring in adult fish, as the involvement of ras-oncoprotein in the process of carcinogenesis is believed to occur at a very early stage (Moore et al., 1994).

An integrated pathological approach is required in order to identify the processes involved in cellular changes leading to liver damage and tumour growth in fish. Such an approach is likely to generate effective indicators of the harmful changes that can be used as biomarker tests for impact assessment.

3.3 Physiological effects: whole body responses/regulation

3.3.1 Energetics and energy budgets

Cellular and organism energetics and energy budgets are clearly one of the mechanisms through which cellular responses to pollution can be linked to higher order impacts at physiological/reproductive and population levels. The energy that an organism gains from its food is appointed between various biological functions. When resources are abundant, the energy remaining to the organism, after excretion and metabolism, is available for growth and reproduction. At other times energy may be used to accommodate environmental stress thereby reducing that available to production. Examination of this allocation of energy to various internal compartments can give a detailed indication of the organism’s energetic status.
3.3.1.1 Scope for growth

Simple energy budgets have been developed to characterise the allocation of energy between various compartments. These budgets are an account of all the energy gained, stored and lost by an individual animal. The overall equation for balance of energy is:

\[ C = P + E + F + M + W \]

Energy consumed (C) equals energy stored in tissue growth or production (P) plus energy lost in excretion (E) and faeces (F) plus energy used in metabolism (M) and external work (W). Energy used in production is either as growth and repair (Pg) or gametes (Pr).

From this equation the energy assimilated (A) can be calculated as: \[ A = C - F \]

and the energy used in metabolism (M) = R (respiration) + E.

Each of the parameters C, E, F, M and W can be determined experimentally, and consequently the scope for growth (SfG) can be calculated. Scope for growth is defined as the energy available for production (somatic or reproductive) and is given by:

\[ \text{SfG or } P = A - M \]

Scope for growth has been used to assess the energetic cost of environmental stress, including pollution burden, directly. Stress engages homeostatic mechanisms in the organism which attempt to restore the equilibrium. In the case of pollution this homeostatic mechanism includes the induction of detoxication mechanisms involving the proteins described in section 3.1. The response has a metabolic cost to the organism and without an equivalent rise in energy assimilated, the SfG is reduced. Bayne (1989) has described how a number of measurable impacts combine to reduce SfG in *Mytilus edulis* and a modification of this is shown in Fig. 3.2.

The SfG of an organism under stress is determined based on the energy budget of an individual and has been used extensively with the molluscs. A reduction in scope for growth has been demonstrated in *Mytilus edulis* at tributyltin (TBT) concentrations above 4 \( \mu g \) l\(^{-1}\) (Widdows & Page, 1993), and in natural populations around the Sullom Voe oil terminal a consistent relationship was found between SfG and level of aromatic hydrocarbons in the tissue (Donkin & Widdows, 1986).

There is some evidence from a number of studies in the literature to demonstrate the link between a reduction in SfG and induction of stress homeostasis. For example, a correlation between reduced SfG and induction of HSP60 was determined in *Mytilus edulis* exposed to copper (Sanders *et al*., 1991) and reduced SfG has been recorded in mussels which produce HSPs to protect them from chlorine residual oxidants (Lawrence & Nicholson, 1998).

SfG has been used to monitor changes in environmental quality along the North Sea coastline of the UK (Widdows *et al*., 1995). SfG was found to decline in mussels from north to south. A large contribution towards the observed decline was caused by toxic polyaromatic hydrocarbons, polar organic compounds and TBT.

Less work and literature appears to be available on the use of SfG in fish. One study examined the toxic effect of waterborne nitrate on the energy budget of grass carp (*Ctenopharyngodon idella*) in which it was found that nitrate caused a reduction in
assimilation efficiency, respiration rate and scope for growth (Alcaraz & Espina, 1997). The lack of research relating xenobiotic effects on SfG in fish may be indicative of the intensive nature of the work or problems associated with experimental design.

Whilst SfG presents a clear mechanism that links subcellular responses to pollution to whole organism physiological parameters such as growth and reproduction, this should be accepted with some caution.

### 3.3.1.2 Adenylate energy charge

An alternative to SfG, which has been used to assess the effects of pollution and environmental stress on energy status, is the adenylate energy charge (AEC). This is defined as the
amount of energy available to an organism from the adenylate pool (Atkinson, 1977). It is calculated from the measured concentrations of the three adenine nucleotides ATP, ADP and AMP which are integral to the energy metabolism of all organisms (Ivanovici, 1980) and is calculated from the formula:

\[
\frac{ATP + 1/2 ADP}{ATP + ADP + AMP}
\]

In a review of the use of AEC, Ivanovici (1980) highlighted a number of benefits of this against other measures. These included a consistent reduction in AEC related to stressful conditions; a relationship between high AEC and high growth rates and the ability to reproduce; an inability to recover from stressful conditions at AEC below 0.5 and a lower variability in AEC compared to measures of each of the individual nucleotides.

Liver nucleotides and AEC have been used as measures of stress in rainbow trout (Oncorhynchus mykiss) subjected to a range of dissolved oxygen concentrations. These varied significantly and there was a reduction in AEC in hypoxic and hyperoxic fish (Caldwell & Hinshaw, 1994). A similar reduction in AEC in response to hypoxic conditions has been reported in the mussel Mytilus galloprovincialis (Isani et al., 1997). Significant differences in AEC between more and less polluted sites have also been reported in the polychaete Lanice conchilega (Pires et al., 1995) and scallop and sea urchin (Lukyanova, 1994). There is some evidence, using cultured human respiratory epithelium, that induction of HSPs, particularly HSP70, can confer protection against cytotoxicity by preserving the cellular energetics systems (Wong et al., 1997). However, studies using cultured mammal cell lines have shown that the relationship between AEC and stress is not as consistent as first thought. For example, Chinese hamster ovary incubated with cytotoxic doses of copper-putrescine-pyridine showed reduced survival caused by oxidation and depletion of glutathione but AEC remained constant (Nagele, 1995). Similarly, reactive oxygen metabolites had no effect on AEC on carcinoma cell line Caco-2 (Baker et al., 1995).

This inconsistency extends to pollution studies on marine invertebrates and fish. Sublethal cadmium caused no variation in ATP, ADP or the AEC in the shrimp Palaemon serratus. Only the LC50 concentration impaired energetic metabolism (Thebault et al., 1996). Similarly, the red abalone (Haliotis rufescens) showed no change in AEC in response to PCP and sodium azide exposure (Shofer & Tjeerdema, 1998), although Asian sea bass (Lates calcarifer) exposed to nitrite maintained its AEC by producing ammonia via the degradation of AMP to IMP (Woo & Chiu, 1997).

### 3.3.1.3 Cellular energy allocation

Cellular energy allocation (CEA) has been developed as a biomarker technique to assess the effect of toxic stress on the energy budget of test organisms (De Coen & Janssen, 1997). This is based on short-term changes in energy reserves measured as total carbohydrate, protein and lipid content and energy consumption by electron transport activity. Using Daphnia magna, the ecological relevance of CEA was assessed by comparing the response to population parameters – intrinsic rate of natural increase (rm) and the mean total
offspring per female. Results showed that the CEA-based LOAEC was mostly more sensitive than either population parameter although the response was toxicant specific. There was a significant linear relationship between CEA and the population level effects, demonstrating a linking of energy-based suborganism effect criteria with effects emerging at higher levels of organisation.

At the time of writing no study comparable to this has been performed with fish. However, temporary and short-term reductions in energy reserves (metabolic disorders) have been recorded in fish during and following episodic exposures to sublethal contaminants (Sancho et al., 1998). In particular, heavy metals have been shown to exert a wide range of effects on fish metabolism (Soengas et al., 1996). Some marine fish species subjected to rapid decreases in water temperature enter a hypometabolic state to resist the challenge (Sayer & Davenport, 1996). Whether this physiologically-driven behaviour would also be protective against contaminant exposure has not been tested. Muscle energy metabolism can sustain prolonged effects following shock contaminant exposure, with, in some cases, full recovery to pre-exposure levels never being attained (De Boeck et al., 1997).

Clearly more studies are needed to examine the effects of xenobiotics on SfG, AEC and CEA. These measures can be useful although their use must be related to the fish’s natural history. Work also needs to be undertaken to clarify some of the inconsistencies highlighted in the literature to date. The benefit of each of the methods is that a reduction in SfG or AEC can be correlated to the body burden of xenobiotic or induction of detoxification system, and in the case of CEA has been linked to population level responses. Cellular energetics and energy budgets, therefore, offer an important link between these and higher order effects.

### 3.3.2 Osmoregulation and ionoregulation

#### 3.3.2.1 Ionoregulation

Marine teleost fishes maintain their internal body fluids at optimal concentrations through a process of, usually, hypo-osmoregulation, by continually drinking and continually excreting excess salts. By the nature of hypo-osmoregulation, the fish must actively pump salts from the body by energetically-expensive methods against concentration gradients. When a fish is then stressed through exposure to pollutants, two things can happen. If the pollutant exhibits a non-specific whole animal effect then the whole process of osmoregulation can be affected with the consequences described below in section 3.3.2.2. However, some pollutants can act in a more targeted inhibitory manner, which can disrupt specific physiological processes (e.g. Thaker et al., 1996; Webb & Wood, 1998). In marine teleosts, the two most obvious ionoregulatory processes are the excretion of sodium and chloride ions. However, there are instances where osmolarity and levels of sodium and chloride ions remain constant in stressed fish, but disruption of the balance of potassium ions can disrupt the fish haematology (Alkindi et al., 1996).

Whole-body ionic concentrations can be employed as indicators of sublethal pollution stress. For example, whole body sodium concentration is a frequently used indicator of whole-animal stress in freshwater fish (Sayer et al., 1991a,b; Dennis & Bulger, 1995). Ionic disturbance can also be a reliable indicator of sublethal stress in marine species, although it is more apparent in dying fish (Sayer & Reader, 1996; LeRuyet et al., 1998).
There is inferred evidence to suggest that slight changes in the ionic balance of marine fishes can be accompanied by metabolic and behavioural shifts (Sayer & Davenport, 1996; Sayer & Reader, 1996). If those changes in behaviour affect locomotory or reproductive performance, then there could be marked ecological consequences. However, the extent to which it is the ionic imbalance per se which causes the subsequent changes in behaviour is not tested. An influencing factor in any form of experiment designed to examine the links between ionic disturbance and ecological consequences must take into account interspecific differences in seasonality in the ability to resist contaminant challenge. In some cases fish become less resistant during the winter (Lemly, 1996), but they are more resistant in others (Sayer & Reader, 1996).

In severe cases, ionic imbalances have caused osmotic stresses resulting in secondary perturbations (such as blood fluid decreases and increases in blood cell volume), leading to enhanced mortality (Sayer et al., 1991a,b; Webb & Wood, 1998). Sodium regulation can be used to predict the relative sensitivity of various life-stages and different species of aquatic fauna in acid sensitive situations (Havas & Advokaat, 1995). However, a similar predictive tool based on sublethal ionic disturbances does not, as yet, exist for the more complex marine ecosystems.

3.3.2.2 Osmoregulation

Nearly all marine teleosts hypo-osmoregulate in order to maintain internal fluid osmolarities at levels optimal for sustained life. This necessity can yield quantitative indications of physiological stress through relatively simple osmolarity analysis against time, and examining for any departure from the hypo-osmotic, usually towards the iso-osmotic. Significant and marked loss of hypo-osmoregulatory ability of some north temperate fish has been recorded in species subjected to decreases in seawater temperature and/or salinity (Provencher et al., 1993; Sayer & Reader, 1996). However, this methodology does not appear to have been adopted as a way of detecting sublethal physiological stress during exposure to pollutants in marine circumstances in a similar manner to that adopted for freshwater fishes.

Stressors increase the permeability of the surface epithelia, including the gills, to water and ions, and thus induce systemic hydromineral disturbances (Wendelaar Bonga, 1997). However, seasonal variation in physiological responses to environmental challenges has been recorded for north temperate marine fishes (Dutil et al., 1992; Sayer & Reader, 1996). The maintenance of hypo-osmotically regulating marine fish in iso-osmotic media during a period of contaminant exposure can have a protective effect (Wilson & Taylor, 1993).

3.3.2.3 Excretion/respiration

Elevated or depressed total ammonia nitrogen plasma concentrations can be indicative of sublethal stress, though only where ambient ammonia concentrations are the applied stressors (Knoph, 1995; Le Ruyet et al., 1998). Loss of nitrogenous excretion regulation can be induced by sublethal concentrations of copper (De Boeck et al., 1995). Regulation of nitrogenous excretion taken in association with measured oxygen consumption rates can be an effective indicator of sublethal stress in fish (De Boeck et al., 1995).
Blood oxygen content has been demonstrated to be severely affected by acute sublethal exposures to contaminants (Alkindi et al., 1996). Sublethal toxicity of some contaminants can result in significant decreases in oxygen consumption and transport caused predominantly by reduced haematological oxygen-carrying capacity (Reddy & Bashamohideen, 1995; Powell & Perry, 1997). Contaminant exposure can elicit changes in the respiratory behaviour of fish, quantified through measurements of ventilation and cough (gill purge) frequency (Atchison et al., 1987).

However, various studies have provided evidence for either increased or decreased respiratory activity in a variety of organisms exposed to xenobiotics. For example, an increase in respiratory activity was noted in flounder (Pseudopleuronectes americanus) exposed to mercury chloride (Vernberg et al., 1975). Striped bass (Morone saxatilus), on the other hand, showed slightly reduced oxygen consumption when exposed to the same pollutant for the same time period. Exposure of Tilapia mossambica to lindane showed a biphasic response with increased oxygen consumption initially but decreased consumption at the end (Basha et al., 1984). A similar biphasic response to copper, benzo[a]pyrene and pentachlorophenol has been demonstrated in the invertebrate Gammarus duebeni (Lawrence & Poulter, 1996, 1998). In this instance, the response was found to be both concentration and time dependent.

Elevated plasma NH\textsuperscript{+} and HCO\textsubscript{3} concentrations during sublethal toxic exposure are indicative that some aspects of gill ion transport involved with nitrogenous waste excretion are vulnerable to disruption (Wilson & Taylor, 1993). Disruptions of this type have been facilitated by the inclusion of copper into sea water, although the response is partly mediated at higher-strength sea waters (Wilson & Taylor, 1993). In addition, fish gills have been used to quantify the ultrastructural effects of environmental stressors (Mallat et al., 1995; see Chapter 4).

In testing for any contaminant effects the fact that respiration rates can vary with the magnitude of salinity variation, and that sensitivity can be size-dependent (Moser & Miller, 1994), should be taken into account.

**3.3.3 Effects on growth**

**3.3.3.1 Genotypic dependant effects**

One of the most pressing requirements both for effective conservation and for fisheries management is improved understanding of the functional value of genetic polymorphism, the evolutionary processes that determine genetic diversity, and the ecological processes that determine species diversity. Yet little has been understood of the processes by which genotype may confer consequences for fitness.

Bayne and Hawkins (1997) have shown how studies of protein metabolism may help to understand those processes among animals generally. To identify differences in the intensity of protein metabolism, the separate processes of protein synthesis and protein breakdown must be measured. Only then may the imbalance effecting either net protein gain or net protein loss be demonstrated, and protein turnover, that is defined as the continuous degradation and renewal or replacement of cellular proteins, be quantified. Protein turnover is essential for life, providing the metabolic flux that enables repair and cellular sanitation,
regulation, development and adaptation (Hawkins, 1991; Hawkins & Hilbish, 1992). However, it is also energetically expensive, representing the major component of all energy required for maintenance processes (Hawkins et al., 1989a). Whether comparing individuals, in response to selection, or in heterozygosity-associations, reduced whole-body protein turnover consistently underlies lower energy expenditure, with beneficial consequences that include higher growth efficiency and longer survival following the general inhibition of energy intake in response to environmental stressors (Hawkins et al., 1987, 1989b; Hawkins, 1988, 1991; Hawkins & Bayne, 1991; Carter et al., 1993a,b; McCarthy et al., 1994; Hawkins & Day, 1996; Bayne & Hawkins, 1997).

Past work has established that advantages of multilocus heterozygosity and heterosis are associated with slower intensities with which proteins are renewed and replaced (= protein turnover) (Bayne & Hawkins, 1997). Slower turnover results in lower energy requirements and reduced metabolic sensitivity to environmental change, together representing the mechanistic basis for evolutionary consequences of genetic polymorphism. In order to determine the genetic and functional basis of differences in whole-body protein turnover, different proteolytic pathways have started to be resolved, searching for genetic polymorphism with a direct effect upon proteolysis, and assessing the metabolic and physiological consequences of those genetic influences in bivalve shellfish. Findings have confirmed the physiological importance of proteolytic enzymes under normal conditions of basal proteolysis, showing significant associated effects on energy flux that vary according to functional differences between separate pathways (Bayne & Hawkins, 1997). In particular, they have established that separate polymorphisms at loci coding for the two lysosomal aminopeptidases Lap-1 and Lap-2 have direct influences on protein metabolism, including associated influences on energy flux and animal condition. These findings strongly suggest that the energy requirements for protein turnover represent the functional basis for a growing body of evidence that the phenotypic effects of genetic polymorphism are greatest at loci coding for enzymes acting in protein catabolism and energy provision (Bayne & Hawkins, 1997).

3.3.3.2 Optimal strategies (age/size trade-offs)

In organisms, production is defined as the result of anabolic activities during a certain period of time, thus ensuring a constant renewal of molecular structures within cells and cells within tissues (Pascaud, 1989). Generally, overall production is relatively complex and depends on the organism studied. Nevertheless, ingested energy that is neither lost as faecal or excretory products, nor used for metabolism, is available for growth. Growth can take two forms: somatic growth or reproductive growth (Jobling, 1994). In fish, growth has usually been recorded in terms of weight gains, and it has often been assumed that an increase in body weight is synonymous with increase in energy gain; thus assuming that the composition of fish tissue is constant and that a change in weight will accurately reflect a change in the energy content of the body (Jobling, 1994). Apparently, a reduction in growth rate or decreased energetic commitment to reproduction may suggest that there is a decreased conversion of energy into somatic and reproductive tissue.

The optimal size-to-age at maturity depends on growth and mortality rates, which vary with environment. Therefore, organisms in spatial or temporal environments should develop adaptive phenotypic plasticity for these traits (Perrin & Rubin, 1990). The life
history of many animals is divided into well-defined stages. Many fish species go through most of the following stages; egg, one or more larval stages, juvenile (sexually immature) and adult (sexually mature) stages. Understanding the factors that determine the timing of transition between life-history stages in fishes is crucial to an understanding of their demography, since behaviour of populations will be different for different timing mechanisms (Policansky, 1983). For example, if a transition is triggered by the attainment of a certain age, conditions unfavourable to growth will result in a population of smaller individuals. On the contrary, if the transition is triggered by size, conditions unfavourable to growth will delay the transition. However, if one of the stages involves dispersal, conditions unfavourable to growth will increase dispersal, decrease local recruitment, and perhaps gene flow. If the transition is triggered by both age and size, the effects of combinations unfavourable to growth will be different from those associated with purely size or age-triggered transition (Policansky, 1983). Theoretically, the onset of these stages is considered to be age determined (Leslie, 1945). This is because it is easier to treat ages than sizes, since age increases linearly with time while size need not.

Constraints relate a decision variable to a currency, and optimality models of life histories generally incorporate two kinds of constraints. The first is the direct relationship between fitness and the value of a trait. The second is the relationships between different traits of the same individual which result from varying the allocation of resources between the traits, in other words a trade-off. However, it is important to note at this point that life-history traits are frequently phenotypically plastic, i.e. a single genotype produces a range of phenotypes depending on the environment. Phenotypic variation may be continuous, in which case the relationship between phenotype and the environment for each genotype is called a reaction norm (Perrin & Rubin, 1990), or gradual environmental change may be accompanied by sudden switches between discrete phenotypes (polyphenism). Phenotypic plasticity may be irreversible, for instance when it involves developmental changes, or reversible, as in the case of clutch size variation in iteroparous species. Several biotic and abiotic environmental features may invoke phenotypic plasticity. For example, growth rates are often phenotypically plastic (Stearns & Koella, 1986).

In fish, the onset of sexual maturation is apparently influenced by both fish size and by its age depending on the condition. There is also great genetic variability in the age and size at maturation, probably due to allelic substitutions at a single locus (Leary et al., 1984; Varnavskaya & Varnavsky, 1988). In nature, fish live in extremely variable environments (e.g. Gordon & Gordon, 1954; Kallman et al., 1973). Therefore, it is not surprising that there is a great deal of genetic variability and phenotypic plasticity for age and size at maturation. Under stable conditions with abundant food, the fish should grow rapidly and mature as soon as they are developmentally able to do so. If conditions are still stable, but with less abundant food, then it should be advantageous for a fish to grow slowly and delay maturation. Under very poor conditions, or strongly fluctuating, unpredictable conditions, such as might be found in water bodies that are not permanent, a fish that matures at a small size is better off genetically than one that waits for the attainment of a larger size that may never be reached (Policansky, 1983). Following this line of reasoning, the distribution of maturation genotypes should be predictable on an environmental basis. Thus, it is expected that maturation should be age determined in rich or unpredictable conditions, and size determined otherwise.
3.3.3.3 Growth impacts

Compared with the amount of work which has been carried out examining the effects of pollution on the immediate post-hatch development of fish larvae/postlarvae in freshwater species (see Sayer et al., 1993, for review), there have been relatively few marine case studies. Waring et al. (1996) recorded that although hatching success was not significantly affected, larval weight and yolk volume were. Where larval weight is lower in contaminant-exposed fish compared with control fish, and yolk-sac volumes are higher, this can suggest that development has been retarded which, by prolonging the period of reliance on egg reserves, can have a protective effect (Sayer et al., 1993). Similar effects have been described in the estuarine amphipod Chaetogammarus marinus. In this study it was found that exposure of embryos to copper and pentachlorophenol (PCP) significantly extended the period of larval development whilst exposure to benzo[a]pyrene resulted in significantly smaller juveniles being hatched at the normal hatching time (Lawrence & Poulter, 2001).

The implications for pollutant exposure effects on growth can be complicated by the relative ambient temperature regime, where more optimal temperatures can negate any deleterious pollution-caused growth effects (Linton et al., 1997). Sublethal stress can induce reduced growth rates in fish, possibly as a result of energy reallocation (Wendelaar Bonga, 1997). In some cases, poor growth rates are caused by a reduction in predation effectiveness (Bryan et al., 1995). In addition, it is possible that pollution-related factors and contaminant bioavailability are important factors influencing skeletal deformities quantified in some fish species (Lindesjöö & Thulin, 1992; Vethaak, 1992; Lindesjöö et al., 1994).

3.3.3.4 Condition indices

Condition indices can vary intraspecifically with season and geographical location (e.g. Sayer et al., 1995, 1996), and so identifying quantitative trends in effected fish condition within this variation can be problematical. However, it is possible that ionoregulatory overcompensation, caused as a result of pollutant stress, can necessitate the diversion of energy from somatic growth, explaining the poorer condition of fish from polluted waters (Dennis & Bulger, 1995). Condition factor does not always correlate with concentrations of contaminant in sediments or tissues (Vethaak & Jol, 1996), and some studies have noted sexual differences in the effects of contaminants on the somatic condition of fish (Perkins et al., 1997). In general it appears as if the somatic condition factor \( K_s \) is not as reliable an indicator of contaminant-derived stress as is the hepato-somatic condition index (e.g. Hoque et al., 1998), although again seasonality, geographical location and sex may be additional parameters of variation (Sayer et al., 1995).

3.3.4 Impact on developmental processes

3.3.4.1 Skeletal calcification

During the developmental transition from the larval to the postlarval stages of fish, the skeletal material becomes partially calcified (Sayer et al., 1993). Disruption of this process by pollutants can either be through an upset to the calcium uptake/mobilisation
mechanism(s) or through retarded development caused solely by a decrease in the developmental rate (Sayer et al., 1989, 1991b). Retarded or affected skeletal calcification has been utilised widely as a quantitative assessor of pollution effects in freshwater fish because of the relative ease of bleaching and calcium-specific staining in the early postlarval stage (Sayer et al., 1991b, 1993). However, similar quantitative studies do not appear to have been undertaken in marine species. Compensatory energy expenditure promoted by contaminant exposure during development can cause incomplete or disrupted skeletal development resulting in asymmetric developmental appearances (Campbell et al., 1998).

The consequences for retarded skeletal development are not always deleterious for the immediate postlarval fish. However, if it is an extended effect then retarded calcification can reduce the locomotory ability of postlarval fish with unfavourable consequences for subsequent survival (Sayer et al., 1993). Where the retarded development is as a result of restricted growth rates, then this can convey protection against pollution incidents (Sayer, 1991).

3.3.4.2 Muscle development

Much of the work on the environmental effects on muscle development have concentrated on the effects of temperature (Johnston, 1993). However, changes in muscle quality have been recorded during the developmental stage caused by contaminant exposure (Handeland et al., 1996).

3.3.5 Nutrition

There do not appear to have been any studies undertaken which look to examine the direct effects of contaminant exposure on the ability of marine fish to assimilate nutritional intake.

3.3.6 Neuroendocrine and immune responses

Stress response in teleosts show many similarities to those of higher vertebrates. These relate to the principal messengers of the brain-sympathetic-chromaffin cell axis and the brain-pituitary-interrenal axis.

Activation of the hypothalamic-pituitary-interrenal axis results in secretion of the steroid hormone, cortisol (Pickering, 1993) and the catecholamines noradrenaline and adrenaline (Alkindi et al., 1996). Cortisol is synthesised in the interrenal cells of the teleost head kidney and has a major role in the physiological response to physical and chemical stressors. Plasma levels of cortisol increase in physiologically competent fish exposed to pollutants such as cadmium and mercury and PAHs (Alkindi et al., 1996; Hontela, 1998). Cortisol is involved in the stimulation of oxygen uptake and transfer, mobilisation of energy substrates (Wright et al., 1989), reallocation of energy away from growth and reproduction, ionic regulation and suppressive effects on immune function. However, if levels of plasma cortisol are chronically elevated, this can result in damage to the fish, particularly with regard to the defence system and reproduction. In salmonid populations, this in turn can lead to increased mortality and reduced recruitment (Pickering, 1993).
Reduced levels of blood cortisol and thyroxin have been reported in several species of fish chronically exposed to mixtures of pollutants including heavy metals, PAHs, PCBs and bleached craft mill effluent. Hontela et al. (1995) reported lower levels of blood cortisol and thyroxin in sexually immature and mature male and female yellow perch (*Perca flavescens*), from a site contaminated by organic and heavy metal contaminants compared to fish from a reference site. In addition, the contaminated fish exhibited greater liver glycogen stores and had smaller gonads and lower condition factor than fish from the clean site. This endocrine impairment, characterised by a reduced ability to elevate plasma cortisol in response to stress, has also been described in northern pike (*Esox lucius*) from contaminated sites. In each case the fish showed reduced ability to respond to adrenocorticotropic hormone (ACTH), indicating disruption to the normal neuroendocrine response (Hontela, 1998). It is suggested that lifelong exposure to chemical pollutants may lead to an exhaustion of the cortisol producing endocrine system, possibly as a result of prolonged hyperactivity of the system (Hontela et al., 1992).

Catecholamines have been reported to be released in response to conditions which give rise to hypoxaemia (Thomas & Perry, 1992). This may have a number of benefits including stimulation of splenic release of erythrocytes to aid oxygen carrying capacity (Pearson et al., 1992; Alkindi et al., 1996). However, high catecholamine levels as well as structural damage to the gill are also prime causal factors for induced systemic hydromineral disturbance (Bonga, 1997). This is associated with increased cellular turnover in these organs. In fish, cortisol combines glucocorticoid and mineralocorticoid actions, with the latter being essential for the restoration of hydromineral homeostasis. An inability to raise blood cortisol levels may therefore indicate a breakdown in this homeostatic mechanism.

Two opposite behavioural coping strategies to stress appear to be associated with this neuroendocrine mechanism. Van Raaij et al. (1996) subjected rainbow trout to severe hypoxia and measured blood levels of catecholamines, cortisol, glucose, FFA, lactate and electrolytes. Approximately 60% of the fish survived the experiment. Behavioural strategy appeared to be highly related to survival. Non-surviving fish displayed strenuous avoidance behaviour whereas surviving fish did not panic and remained quiet. Behavioural differences were associated with marked differences in plasma catecholamine levels which were four to five times higher in non-surviving fish. The cortisol response tended to be lower in the non-surviving fish.

There is also growing supporting evidence for interaction between the neuroendocrine system and the immune system in fish. For example, rainbow trout (*Oncorhynchus mykiss*) subjected to acute hyperosmotic stress showed high blood cortisol and prolactin levels which were correlated with a weak anti-*Yersinia ruckeri* antibody response compared to normal fish (Betoulle et al., 1995). However, fish subjected to chronic stress showed no difference in blood cortisol or prolactin levels despite low antibody titres. Betoulle et al. (1995) suggest that in acute stress, cortisol and prolactin levels might exert immunosuppressive effects on antibody production, whereas in chronic stress other neuroendocrine hormones might result in reduced humoral immunity.

Evidence for the role of serotonin as a regulator of hypothalamic-pituitary-interrenal activity in teleost fish has been presented. The presence of a serotonin (1A), (5-HT1A) receptor subtype has been reported in the salmonid fish brain (Winberg et al., 1997). In addition, it was shown that administration of a 5-HT1A receptor agonist raised plasma
cortisol levels by a factor of 10 in rainbow trout (*Oncorhynchus mykiss*). This supports the theory that the brain serotonergic system plays a key role in integrating autonomic, behavioural and neuroendocrine stress response in fish as well as mammals (Winberg *et al*., 1997).

Furthermore, it has been shown that a PCB mixture (Aroclor 1254) fed to male Atlantic croaker (*Micropogonias undulatus*) significantly reduced 5-HT (serotonin) and dopamine concentrations and increased their metabolites in both the preoptic-anterior hypothalamus and the medial and posterior hypothalamus (Khan & Thomas, 1996). In addition, Arochlor 1254 exposure resulted in the loss of the gonadotropin response to stimulation by luteinising-hormone releasing hormone analogue (LHRHa). This would indicate that Aroclor 1254 induced alteration in pituitary gonadotropin release may be mediated partially by altered hypothalamic serotonergic activity (Khan & Thomas, 1996, 1997).

Levels of other neuroendocrine factors norepinephrine and vanillylmandelic acid levels have been shown to be altered by Pb exposure. Whereas removing Pb did not facilitate a return to control values, adding DMSA did (Weber *et al*., 1997). Both norepinephrine and serotonin have inhibitory actions on growth hormone release, whilst secretion is stimulated by a number of neuroendocrine factors including growth hormone releasing factor, dopamine, gonadotropin-releasing hormone, neuropeptide Y, thyrotropin-releasing hormone (Peng & Peter, 1997). Any stress which reduces serotonin release may, therefore, increase the release of growth hormone. Growth hormone is known to inhibit the expression of some P450 enzymes in mammals and has been shown to significantly decrease the level of hepatic cytochrome P450 in rainbow trout (Cravedi *et al*., 1995a,b).

Control of plasma cortisol levels is not only controlled by serotonin. Melanin-concentrating hormone (MCH) is a neurohypophysial peptide that induces pigmented pallor in teleosts. In addition, the peptide depresses ACTH and hence cortisol secretion during moderate stress. Plasma MCH concentrations can be raised by repeated stress in the rainbow trout (Green & Baker, 1991). This supports the suggestion that the modulatory effect of MCH on the hypothalamo-pituitary-interrenal axis of fish might be enhanced under conditions of stress.

It is known that the spawning cycle of biweekly spawning killifish (*Fundulus heteroclitus*) is synchronised with tides and coincident with the new and full moon. Changes in ovarian development are correlated with changes in dopamine and serotonin in the telencephalon, hypothalamus and pituitary (Subhedar *et al*., 1997). It would seem likely, therefore, that sublethal pollution may not simply affect reproductive cycles but may take them out of phase with spawning time set by environmental factors.

### 3.3.7 Impact on neurosensory physiology

Chemical communication in fish plays an important role in synchronising reproductive physiology and behaviour. It has been hypothesised that contaminants could affect the neurosensory system of fish, impairing the lateral line and olfactory sensory capabilities and resulting in alterations to the effectiveness of feeding behaviour (Sindermann, 1996). While there is little evidence for pollutant-controlled neurosensory disruption affecting feeding, significant effects on the olfactory system of mature male Atlantic salmon parr have been recorded during the exposure of the organophosphate diazinon, suppressing the
pheromone-driven induction of spawning (Moore & Waring, 1996). Electrophysiological recordings of olfactory epithelium in fish exposed to carbofuran indicate reduced response levels or detection abilities to priming pheromones (Waring & Moore, 1997). In these cases it is the ability to detect chemical cues emitted by ovulated and nesting salmonids which is being suppressed in males, causing reductions in the spawning readiness and success of the males. Where contaminants are affecting these gradual changes in fish neurosensory physiology, there are potential deleterious long-term implications for individuals and populations.

### 3.3.8 Rhythmicity

Many invertebrates and vertebrates exhibit circadian and circannual rhythmicity to certain aspects of their behaviour, physiology and reproductive biology. For example, rainbow trout show circadian feeding and locomotory rhythms (Sanchez-Vazquez & Tabata, 1998) and many fish have lunar or semi-lunar reproductive cycles (Duston & Bromage, 1988, 1991; Omori, 1995; Fujita et al., 1997). Photoperiodic control of reproduction is believed to increase the rate of mating and fertilisation (Olive et al., 1990; Omori, 1995; Lawrence, 1996).

Setting reproductive cycles and spawning times to a photoperiodic cycle rather than temperature ensures that juveniles are released at a precise time of the year. It is assumed that timing of juvenile release coincides with periods of high food availability, again increasing the likelihood of survival (Olive et al., 1990; Lawrence, 1996).

There is recent evidence in invertebrates that gonadotropic hormones may act as the transducer system between the environment and the developing oocyte (Olive & Lawrence, 1990; Lawrence & Olive, 1995; Lawrence, 1996). Furthermore, in fish it has been shown that certain stages of vitellogenesis are photosensitive and that reduced egg size brought about by premature photoinduction of oogenesis could not be accounted for by low levels or circulating vitellogenin (Bon et al., 1997). Additionally, changes in ovarian development of killifish (*Fundulus heteroclitus*), which synchronises spawning to lunar cycles, are correlated with changes in dopamine and serotonin in the telencephalon, hypothalamus and pituitary (Subhedar et al., 1997).

Concern about the potential impact of global climate change on species that use photoperiod to synchronise their reproductive cycle has been highlighted (Olive et al., 1990; Norse, 1994; Lawrence, 1996). The problem for these species is that the time of year as set by photoperiod will come out of phase with the time set by temperature. This may have severe consequences for larval survival if, for example, the food supply is no longer available when they are released. Given that there must be high selective pressure on individuals to set their reproductive cycle to the time of year that others in the population spawn, and as set by photoperiod, future survival of the population/species may depend on how quickly this trait can be modified in relation to how quickly the climate changes (Lawrence, 1996).

Pollution may also have a more direct impact on photoperiodic control of reproduction and other physiological processes. There is now limited evidence for the involvement of the neuroendocrine system acting as a transducer between the environment and gamete (Lawrence, 1996). Together with evidence for the direct impact of pollution on the neuroendocrine system (see section 3.3.6) it is likely that pollution will affect any photoperiodic
cycle control mechanism, again taking the reproductive cycle out of phase with spawning time set by environmental factors.

This is an area which requires much more detailed research. Work to date has clearly shown that the natural reproductive and spawning cycle of any test species must be thoroughly understood (Norberg et al., 1991). The impact of global climate change on commercial fish stocks has been highlighted as an area of critical importance by the EU at the 3rd MAST Conference, Lisbon, 1998, and given the preliminary understanding of the mechanisms linking photoperiod to oogenesis this impact can be tested.

One final development also highlights the need to consider natural rhythmicity in any study. It has been shown that the toxicity of drugs and other substances can show a circadian or circannual variation. It is assumed that this is attributable to quantitative changes in metabolism, receptor sensitivity and kinetics (Heinze et al., 1993).

3.3.9 Lysosome damage and reduced immune competence

Immunological defences have proven to be sensitive markers of exposures to environmental contaminants (Bayne & Moore, 1997). Such internal defences are not restricted to vertebrates. Natural history traits of several invertebrate species predispose them to serving as excellent sentinels for pollutants. For bivalve molluscs in particular, combined ecological and physiological traits predispose them to serve as ideal models for studies in immunotoxicology (Bayne & Moore, 1997). Mussels, clams and oysters have proven suitable for assays at the levels of Tier I (molecules and cells), Tier II (cells and tissues) and Tier III (host resistance challenge) (see Chapter 4).

Here, Tier I assays in molluscs are considered as they yield the most clear-cut and interpretable data on effects of xenobiotics. Measurements of lysosomal accumulation and retention of foreign chemicals have proven to be easy means to obtain data on the health status of cells, and on the level of expression of multixenobiotic resistance transporter proteins. Both of these are prognostic for more debilitating effects of prolonged and heavier exposures to toxic chemicals (Bayne & Moore, 1997). Additional assays which have been used productively in environmental toxicology with these animals include measurements of induced metal-binding proteins (metallothioneins), induced enzymes with oxygen-scavenging activities (superoxide dismutase, catalase) and metabolising activities for polychlorinated hydrocarbons (cytochromes P450), phagocytosis, respiratory burst and the plasma concentrations of various humoral factors (see Bayne & Moore, 1997).

In the specific context of molluscan blood cells, these latter are generally rich in lysosomes, phagocytically active and highly responsive to pollutant chemicals (Grundy et al., 1996a,b; Lowe et al., 1995a,b; Moore et al., 1996a,b; Viarengo et al., 1994; Winston et al., 1996). Lysosomes form an important part of the haemocyte’s physiological apparatus, for it is in the lysosomal compartment that foreign cells are killed and degraded to monomeric chemical constituents (i.e., cell feeding). Consequently, any pollutant-induced damage to lysosomal function will impact directly on the cellular immune process which is dependent on effective phagocytic engulfment of invading organisms or abnormal ‘self’ followed by intracellular digestion/degradation. In fact, such effects have been clearly demonstrated both in vitro and in vivo in the haemocytes of the marine mussel (Mytilus edulis) by Grundy et al. (1996a,b).
Lysosomal injury is a sensitive and reliable biomarker of pollutant-induced damage and has been shown to be effective in this capacity in the haemocytes of marine mussels and the coelomocytes of earthworms. Given the important role of the endocytic-lysosomal system in cellular immunity, it seems reasonable to propose that evidence of lysosomal damage in cells of the invertebrate immune system should provide a biomarker of immunodeficiency in invertebrates (Grundy et al., 1996b).

3.3.10 Effects on reproduction

3.3.10.1 Reduced energy for reproduction

An organism can only acquire a limited amount of energy for which several processes compete directly. The trade-off concept assumes that an increase in the energetic allocation to one process must result in a decrease in energy allocation to others (Ware, 1980, 1982; Sibly & Calow, 1983), as illustrated in Fig. 3.3. The concepts of optimal foraging and life history provide the physiological basis for the fate of food energy ingested by animals. The sexual maturation process is energetically expensive and is reflected in the general finding that female fish mature later than males (Thorpe, 1994). In general, it requires a greater energy accumulation to develop ovaries and eggs than to develop testes and sperm. In order to meet their standard metabolism (maintenance) and activity costs, fish must transform ingested food into net (useable) energy (Ware, 1980).

Figure 3.3 illustrates the fate of surplus energy (i.e. absorbed energy minus energy used for respiration and standard metabolism) in organisms. If a proportion, $q$, of surplus energy in food is allocated to growth, then $1 - q$ can be allocated to reproduction (Sibly & Calow, 1983). There is the existence of power allocation trade-offs between reproduction and growth, condition and survival, current and future reproduction, quantity and quality of progeny. Both growth and reproduction has the optimal aim of maintaining parental and offspring fitness (see Chapter 5). Comparatively, growth will either stop or gradually diminish with age as increasingly more energy is invested in reproduction (Schaffer, 1974; Ware, 1982; Stearns, 1983; Thorpe, 1994). Stored energy reserve is wastefully used during xenoestrogen-induced Vtg synthesis outside normal reproductive period; however, this energy will not be readily available for normal reproduction when environmental variables are optimal for embryo survival. Additionally, xenobiotic detoxification/biotransformation
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**Fig. 3.3** Fate of surplus energy (i.e. absorbed energy minus energy used for respiration and standard metabolism). If a proportion $q$ of surplus energy in food is allocated to growth, then $1 - q$ can be allocated to reproduction. Both growth and reproduction increase fitness.
are energetically very expensive and the energy invested for these processes will obviously reduce surplus energy.

3.3.10.2 Induced or reduced vitellogenesis and zonagenesis

Vitellogenesis and zonagenesis are defined as oestradiol-17β (E\textsubscript{2})-regulated hepatic synthesis of the egg yolk protein precursor, vitellogenin (Vtg) and eggshell zona radiata proteins (Zrp), respectively, their secretion and transport in blood to the ovary and its uptake into maturing oocytes in oviparous vertebrates. The liver of oviparous vertebrates has proved to be an excellent model for the studies of molecular mechanisms of steroid hormone action (Tata & Smith, 1979; Wahli, 1988). Vtg is a bulky (MW: 250–600 kDa) and complex calcium-binding phospholipoglycoprotein (Tyler \textit{et al.}, 1991a,b; Schneider, 1996). The classification of Vtg as a phospholipoglycoprotein indicates the crucial functional groups that are carried on the protein backbone of the molecule: lipids, some carbohydrates, and phosphate groups (Mommsen & Walsh, 1988). In addition, the ion-binding properties of Vtg serve as a major supply of minerals to the oocytes. Oocyte growth in fish is due to the uptake of circulating Vtg, which is then modified by and deposited as yolk in the oocyte (Wallace, 1985).

The molecular mechanisms that lead to the production of Vtg and Zr-proteins in the hepatocyte will not be presented in detail here. Briefly, E\textsubscript{2} produced by the ovarian follicular cells in response to gonadotropin (GtH I) enters the cell by diffusion. In the cell, the E\textsubscript{2} is retained in target cells by high affinity binding to a specific steroid-receptor protein (such as the E\textsubscript{2}-receptor, ER). The hormone-receptor complex binds tightly in the nucleus at oestrogen responsive elements (ERE) located upstream of, or within, the oestrogen-responsive genes in DNA. This results in the activation or enhanced transcription of Vtg (and possibly Zr-proteins) genes and subsequent increase and stabilisation of Vtg and Zr-proteins messenger RNA (mRNA). Vtg and Zr-proteins precursors are modified extensively in the rough endoplasmic reticulum (RER) and secreted into the serum for transport to the ovary. In the ovary Vtg is incorporated by receptor-mediated endocytosis, and processed by enzymatic cleavage into lipovitellin I and II and phosvitin (Lazier & MacKay, 1993) that serve as nutrient reserves for the embryo.

Several metabolic changes occur during vitellogenesis in the maturing female fish. This is reflected in the pronounced increases in liver weight, RNA contents, lipid deposition, glycogen depletion, increases in plasma protein, calcium and magnesium and phosphoprotein contents (Weigand, 1982; Björnsson \textit{et al.}, 1986). These parameters can be used as markers of plasma Vtg. In addition, Vtg and gonadal maturation are energetically very expensive processes, since the full grown gonads account for about 25% of the total weight of a mature female fish.

Laboratory and field studies have been conducted to evaluate the impact of fish exposure to toxicants on vitellogenesis and zonagenesis (for review see Lam, 1983; Susani, 1986; Kime, 1995; Arukwe & Goksøyr, 1998). In some reports, it has been shown that fish exposed to xenobiotic oestrogens (xenoestrogen) or sewage treatment work (STW) effluent show high serum or plasma Vtg levels (Arukwe \textit{et al.} 1997a,b; Wester & Canton, 1986; Jobling & Sumpter, 1993; Pelissero \textit{et al.}, 1993; Purdom \textit{et al.}, 1994; White \textit{et al.}, 1994; Sumpter & Jobling, 1995; Donohoe & Curtis, 1996; Harries \textit{et al.}, 1996, 1997; Jobling \textit{et al.}, 1998).
al., 1996; Gray & Metcalfe, 1997; Lye et al., 1997). In addition, reduced ovarian development has been reported by Jobling et al. (1996). In other studies, Anderson et al. (1996a,b) have reported reduced liver synthesis of Vtg (i.e. antioestrogenic effects) in juvenile fish treated with cytochrome P4501A inducing compounds.

Given the energetic cost of reproduction and the long decision time, it seems most likely that xenobiotically-induced hepatic Vtg synthesis may cause an imbalance in the reproductive strategy of a given fish population (see Chapter 5). Thorpe (1994) suggested that during maturation, the internal responses that are synchronised by external signals depend on some genetically determined performance threshold, and that maturation processes will continue if this performance exceeds a set point at this critical time. For example, in salmonids survival after spawning implies a chance dependent balance between stored energy and that spent on reproduction, because maturation has developmental priority over somatic growth (Policansky, 1983). Therefore, xenoestrogen-induced Vtg synthesis outside normal maturation period may result in wasteful use of stored energy resources. The ecological implication of this might be failure in the reproduction of affected individual fish, and in the long term affecting recruitment in the entire population (see review by Arukwe & Goksøyr, 1998). Another possible deleterious effect is that high Vtg concentrations might cause kidney failure and increased mortality rates as a result of metabolic stress (Herman & Kincaid, 1988).

Furthermore, although not yet demonstrated, there is a possibility that reduced testicular growth could reduce fertility (Jobling et al., 1996). Continued synthesis of Vtg diverts available energy resources (lipids, proteins), thereby reducing chances of juvenile survival before they start feeding. Loss of calcium from bones and also from the scales during active Vtg synthesis (Carragher & Sumpter, 1991) may increase the susceptibility of fish to disease.

In a report by Arukwe et al. (1997b), it was shown that the alkylphenol, 4-nonylphenol (NP), induced the production of eggshell zona radiata protein (Zrp) in juvenile fish. Also in this report, Zrp was shown to be comparatively more sensitive to the xenoestrogen than Vtg. Xenoestrogen-induced changes in Zrp synthesis appear to have a higher potential for ecologically adverse effects than Vtg induction, because critical population parameters such as offspring survival and recruitment may be more directly affected. The argument for this is that, whereas subtle changes in Vtg content would not be of great significance to the survival of the offspring, small changes in Zrp synthesis might alter the thickness and mechanical strength of the eggshell, thus causing a loss in its ability to prevent polyspermy during fertilisation and to protect the embryo during development (Arukwe et al., 1997a,b; Arukwe & Goksøyr, 1998).

3.3.10.3 Impacts on fecundity

In fisheries biology there are two principle definitions of fecundity: absolute fecundity, which is defined as the total number of eggs ovulated per fish; and relative fecundity, which is the number of eggs ovulated per unit (kg) body weight. However, other terms occur in the literature and these are not always well defined by the authors. Batch fecundity, for example, is the number of eggs produced per spawning. From this, the number of eggs that a female spawns will depend on the number of eggs per spawning, which in itself will depend
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on the size of the eggs and the number of spawnings per season. These distinctions are important because the impact of pollution on fecundity, and therefore future population size, will depend on the life history and reproductive cycle of the particular species of fish.

In addition, most teleosts are iteroparous, that is they spawn over several years. The total number of eggs produced over a fish’s life will, therefore, depend on the total number of eggs spawned in a breeding season and the reproductive longevity of the fish. However, not all iteroparous fish spawn every year. Some fish show non-annual and or irregular periodicity (Burton & Idler, 1987; Burton, 1991). Consequently, when looking at the long-term effects of low-level pollution on fecundity, it is important to distinguish between batch fecundity, breeding season fecundity and lifetime fecundity.

Within a species and an individual, fecundity can vary within and between spawning and seasons. Fecundity can be affected by growth rate and nutritional status. For example, winter flounder has been shown to have a nutritionally sensitive period for gametogenesis, and insufficient energy reserves at this time cause it to switch off gonad development (Burton, 1994). Similar effects have been observed in the sea bass (Dicentrarchus labrax), in which the effect of food ration on oestrogen and VtG plasma levels, fecundity and larval survival were compared (Cerda et al., 1994). It may be possible, therefore, for low-level pollution to have no adverse effect on a fish but to still affect its survival at a population level, by knocking out its food supply, particularly at important times.

Fish, like many vertebrates and invertebrates, can also exhibit atresia (oocyte degeneration) in response to a number of factors including poor nutritional state. This can occur at any stage of development and will theoretically affect the number of oocytes that form mature eggs and, therefore, fecundity. Atresia, however, appears to be relatively uncommon in fish held under optimal conditions (Tyler et al., 1990). The problem again may be in separating pollution effects on atresia from nutritional effects in natural populations.

A fecundity gene (FecB gene) has been identified as playing a role in determining fecundity in mammals (Braw-tal et al., 1993; Montgomery et al., 1994). It is likely that a similar genetic basis to fecundity exists in fish. This gene appears to affect the plasma level of the gonadotropin FSH and elevated plasma levels of this are associated with higher fecundity (McNatty et al., 1994). In rainbow trout recruitment of oocytes into the maturing vitellogenic pool is accompanied by elevated levels of plasma GtH 1 which plays a similar role in fish to FSH in mammals (Tyler & Sumpter, 1996).

Pollution can increase the level of atresia seen in marine invertebrates and fish and has been shown experimentally (Widdows et al., 1982; Lawrence et al., in prep; Hanson et al., 1985; see Chapter 2). Incidences of atresia have been related to degenerative follicles from previous sexual cycles that had failed to be ovulated (Wallace & Selman, 1979). However, elevated ovarian follicular apoptosis and HSP70 expression has also been observed in white sucker (Catostomus commersoni) exposed to bleached kraft pulp mill effluent. This was associated with reduced ovary size, decreased plasma testosterone, increased plasma beta-oestradiol but not induction of EROD activity (Janz et al., 1997). Apoptosis is regulated by several hormonal factors and conserved gene products. Therefore, this study indicates that BKME can increase ovarian cell apoptosis by stimulating cell death signalling, but the mechanism is unclear.

The impact of sublethal pollution on fecundity has been demonstrated in a number of laboratory-based experimental studies. In many of these studies, exposure to xenobiotics
has been related to a reduction in fecundity. For example, zebrafish exposed to 2,3,7,8
tetrachlorodibenzo-p-dioxin (TCDD) showed a dose-related reduction in egg numbers
(Wannemacher, 1992). Specifically, TCDD impaired development of previtellogenic and
vitellogenic oocytes. Zebrafish have also been used in life cycle studies. Those exposed to
a mixture of dichloroaniline and lindane stopped spawning irreversibly, whilst fish exposed
to the same xenobiotics after reaching maturity showed reduced fecundity (Ensenbach &
Nagel, 1997). Fathead minnows (*Pimephales promelas*) exposed to lead showed a reduc-
tion in number of eggs oviposited despite no differences in GSI between treated and control
fish (Weber, 1993).

A negative correlation between concentration of the pesticide esfenvalerate and the
fecundity of Australian crimson spotted rainbow fish (*Melanotaenia fluviatilis*) has also
been reported despite no effect on hepatic EROD, ECOD or EFCOD activities (Barry et al.,
1995). Furthermore, radionuclides and chemical genotoxicants can affect fecundity.
Mosquitofish (*Gambusia affinis*) exposed to radionuclides showed a negative correlation
between fecundity and the level of double strand breaks in the DNA of fish from contam-
inated sites (Theodorakis et al., 1997).

This relationship between xenobiotic exposure and reduced fecundity has been sup-
pported in some field studies. In redbreast sunfish (*Lepomis auritus*) elevated levels of detoxi-
fication enzymes were associated with decreased fecundity which it was suggested was due
to the reduced capacity of the liver to manufacture yolk proteins (Adams et al., 1992a,b).

The inducibility of spawning in English sole (*Parophrys vetulus*) from four areas in
Puget Sound varying in chemical contamination showed that those fish from the site with
the highest levels of hydrocarbons and PCBs showed highest reproductive impairment.
This was linked to low initial plasma oestradiol and ALP, high measures of contaminant
exposure and a prevalence of pollution-associated liver lesions (Casillas et al., 1991). In
winter flounder (*Pleuronectes americanus*) sampled from sites on the north-east coast of
the USA, decreased egg weight and increased atresia was found in fish with high tissue con-
centrations of PCB (Johnson et al., 1994).

However, this negative relationship is not always clear, particularly in field studies in
which the fish are subjected to both natural and anthropogenic impacts which can affect
fecundity. For example, in an examination of the effects of five di-ortho PCB congeners on
fathead minnows, it was found that no significant impact was observed on reproductive suc-
cess in terms of total number of eggs, clutch size, number of clutches or percent hatchability
despite a significant reduction in growth of females and a significant body burden of the
congeners (Suedel et al., 1997). In the winter flounder study performed by Johnson et al.
(1994), despite increased atresia, contaminant exposure had no clear negative impact on
GSI, plasma oestradiol concentration or fecundity.

An examination of the effects of bleached kraft mill effluent on reproductive parameters
of white sucker (*Catostomus commersoni*) found that exposed fish showed strong induction
of EROD activity. In females testosterone and 17beta-oestradiol levels were significantly
reduced but GSI was not affected. The effect on fecundity was more variable. Con-
sequently, the authors could not clearly relate perturbation in plasma steroid levels to
impaired reproduction as measured by gonad weight and fecundity (Gagnon et al., 1994).
Similarly, rocky mountain whitefish (*Prosopium williamsoni*) and longnose sucker
(*Catostomus catostomus*), when exposed to BMKE showed no reduction in relative gonad
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size or fecundity despite the induction of cytochrome P4501A in both species (Kleoppersams et al., 1994). It would seem, therefore, that production of this biochemical biomarker of exposure does not have to be associated with any discernible adverse effects on individual fish health or reproductive capacity.

Furthermore, in some field studies there is evidence that xenobiotic exposure can have a positive effect on fecundity. In a study in Canada the fecundity, egg diameter, fish length and weight of Brown bullhead (Ameiurus nebulosus) from three river systems of varying pollution load were compared. Fish from the contaminated sites were larger and fecundity was significantly different between the river systems. Those from the most polluted river had the greatest number of eggs per female. It is suggested that this increased fecundity may have been the result of reduced competition for an invertebrate food source (Lesko et al., 1996). Similarly, in a study examining the effect of acidification on populations of perch (Perca fluviatilis L.) it was found that the fish in most acidified systems showed higher length specific fecundity and higher reproductive potential relative to stock density (Linlokken et al., 1991).

In comparing the effects of xenobiotics on winter flounder and English sole in Puget sound, Johnson et al. (1994) suggest that the difference in susceptibility of the fish to contaminant-induced reproductive dysfunction could be related to a number of factors including the migratory behaviour of the two species. English sole reside in contaminated estuaries throughout vitellogenesis and move offshore to spawn, whilst winter flounder often remain offshore during vitellogenesis and move into contaminated estuaries before spawning.

3.3.10.4 Fertilisation impairment

Many studies have been performed to examine the effect of pollution on the development of fertilised eggs (Dethlefsen et al., 1996). These studies involve subjecting previously fertilised eggs to xenobiotic and examining effects on development, hatch success and embryo abnormalities; they are reviewed in detail in Chapter 4. Much less, however, has been published on the effects of xenobiotics on the fertilisation process itself. Furthermore, little has been done to examine the effect of pollution on sperm maturation or function, although the literature in this field is beginning to develop with the concern over oestrogen mimics.

One possible reason for the lack of work relating pollution effects on fertilisation, is the process by which the majority of fish, including all of the European commercial fish, reproduce. Rather than forming pairs, many species congregate in dense shoals at a particular time and spawn millions of eggs and sperm into the sea. Fertilisation, therefore, takes place in the sea rather than in a body cavity. The likelihood of fertilisation taking place between eggs and sperm is increased by the gametes being generally positively buoyant and, therefore, floating near the surface of the sea. There is inevitably a great waste of sex cells and this is associated with the production of a huge number of gametes. Despite this, it has been estimated that in cod for example, only one egg in every million released becomes an adult fish (Norman & Greenwood, 1963).

Separating the effects of pollution on the fertilisation process, from all of the other parameters that affect egg survival, must therefore be very difficult. It should, however, be possible to perform experiments to determine any mechanistic problems associated with the fertilisation process. However, very little work has been published on this. This may be
why, for example, hatch success is used as a measure of reproductive success much more frequently than fertilisation rate. However, it should also be noted that in several studies it has been found that fertilisation is not affected by xenobiotic but that pollution-induced effects only become evident between fertilisation and hatching (Crane et al., 1992).

Field studies have shown that, along with a number of other reproductive parameters, fertilisation can be affected by exposure to xenobiotics in fish. In English sole (Parophrys vetulus) from Puget Sound fertilisation success was positively correlated with ALP (vitellogenin) concentrations which were low in fish from sites with high sediment loads of PAHs and PCBs (Casillas et al., 1991). Low egg fertility has been reported in salmonids from the great lakes (Leatherland, 1993) and reduced sperm counts have been reported in stressed rainbow trout (Campbell et al., 1992).

There has been much publicity and concern about the effect of oestrogen mimics on male reproduction. Nonylphenol has been found to be oestrogenic and in male eelpout (Zoarces viviparus) has been shown to affect GSI, and significantly reduce milt in treated fish. Microscopically, seminiferous lobules were degenerated and Sertoli cells contained phagocytosed spermatozoa (Christiansen et al., 1998). The effect of pollution on sperm development has been examined using computer assisted sperm analysis (Kime et al., 1996). This has shown that the progressive motility of catfish sperm decreased after exposure to cadmium and zinc at concentrations found in the gonad as a result of bioaccumulation. It seems reasonable to infer from this type of study that any impact on the motility of sperm may reduce the likelihood of successful fertilisation by reducing the chance of a sperm swimming to an egg. This relationship has not been proven but preliminary studies indicate that they are closely linked (Kime, 1998). Alternatively, given the general pattern of external fertilisation, this problem may be offset by the huge number of gametes spawned at a particular time.

The effect of organic compounds on reproductive performance of male American plaice (Hippoglossoides platessoides) has also been examined in laboratory experiments. Maturing fish were exposed to sediment of varying level of contamination. Semen was collected and used to fertilise eggs from a non-exposed female. Eggs fertilised with sperm from males maintained on the most contaminated sediment produced 48% less larvae than controls. There was no difference between groups with respect to the number of sperm produced or GSI but there was a negative correlation between male CYP1A1 levels and hatch success (Nagler & Cyr, 1997).

3.3.10.5 Embryonic and larval abnormalities and genotoxic damage during gametogenesis

There is a great range and diversity of papers on the effect of contaminants on embryos and larvae. These have been extensively reviewed by Rosenthal and Alderdice (1976); Laale and Lerner (1981); von Westernhagen (1988); Weis and Weis (1989); and Bodammer (1993).

In most cases, embryos and larvae are used in screening tests for aquatic toxicity testing to derive maximum acceptable toxicant concentrations. These studies generally use endpoints such as hatching success, early larval survival and growth. Very few studies include observations on the occurrence of developmental abnormalities in embryos and larvae. This is possibly due to the fact that most investigators regard mortality as an easily measured
end-point which is key to the survival of a species. It is generally accepted that embryos and larvae are very sensitive to contaminants and as a result whole life cycle toxicity tests have often been replaced by early life-stage tests. Weis and Weis (1989) reviewed 194 experimental data sets on the effects of environmental pollutants on early fish development. Of these, 164 were investigations on the effects of exposure of fertilised eggs to aquatic toxicants and 30 were investigations on the effects on reproduction and subsequent survival of offspring following exposure of adult fish or their gametes to aquatic pollutants; four only were based on field collected investigations.

Fish embryos in the natural environment can be exposed to contaminants in three ways:

(1) Via the yolk which is synthesised during oogenesis
(2) During the brief period between shedding of the gametes, fertilisation and formation of the chorion proper
(3) As embryos and larvae.

Fish eggs have a large amount of yolk and a protective membrane, the chorion, which is composed of a polysaccharide and proteinaceous material. The chorion becomes completely toughened after fertilisation and acts as a physical and possibly a chemical barrier to the influx of chemicals (Tesoriero, 1977). After fertilisation, the cytoplasm of the egg cell becomes segregated from the yolk and forms a blastodisc. The blastodisc further subdivides during cleavage to form the blastoderm, which later forms the body of the fish embryo. Towards the end of cleavage the blastomeres spread, which is followed by the process of epiboly, during which the primary germ layers of the embryo are established and the embryonic axis is defined. As a result of cell movements the embryonic shield develops, within which the primary organs of the embryo are formed including the neural tube, the notochord and the somites.

Contaminants can affect any of the developmental processes described above in a number of non-specific ways. These may be characterised as follows, after Weis and Weis (1989):

(1) Morphogenetic; failure of cells to orientate and migrate during gastrulation leading to severe neurological defects and incomplete axial development
(2) Tissue interactions; two different tissues become associated with each other, resulting in altered development of one or both of the tissues, e.g. partial fusion of eyes or cyclopia or no lens development
(3) Growth; effects on hormones and growth factors leading to growth inhibition, overgrowth, misplaced growth and uncontrolled growth and formation of tumours; such effects can be systemic or localised to specific organs
(4) Degeneration; cell death is a normal part of embryonic development; if inhibited or accelerated by a chemical contaminant the embryo will be defective
(5) General development; fish embryos in general tend to show ‘natural’ abnormalities. The skeletal, circulatory and optical systems and rates of development to specific stages appear to be very sensitive. Chemical contaminants may increase the incidence of these abnormalities and increase or retard the rate of development
(6) Mutagenic effects; mutagenic materials can damage chromosomes, causing cytogenetic defects, which could ultimately result in morphological abnormalities.
Rosenthal and Alderdice (1976) state that gonadal tissue, the early embryo, and the stage of larval transition between endogenous and exogenous food sources are the most sensitive stages to pollution. In general, most fish are highly fecund and embryo and larval survival is naturally low (<5%). In most species the embryo larval stage lasts for several weeks. Mortality and abnormal development can occur from poor quality of eggs, low food reserves in the embryo, predation, hostile environmental conditions (physical disturbance, low dissolved oxygen, variable salinity) and contaminant effects (Rosenthal & Alderdice, 1976; Wiegand et al., 1989; Purceli et al., 1990). In some instances high ‘natural’ abnormalities have been observed. For example, Loning (1977) indicated that up to 30% of Atlantic cod (Gadus morhua) embryos cultured under control conditions may undergo aberrant development, leading to death during cleavage and gastrulation.

As previously noted, nearly all of the data that has been reported in the literature is derived from experiments carried out on embryos exposed after fertilisation for short time periods to environmentally unrealistic concentrations of contaminants. However, embryos in the natural environment are exposed to contaminants in two additional ways: via the yolk which is synthesised during oogenesis by exposed females, and during the brief period between the shedding of the gametes and formation of the chorion. For organic contaminants there is a high correlation between maternal transfer during oogenesis and the lipid content of the egg (Nimi, 1983). There are few studies of the impact of contaminants on gametes prior to fertilisation but examples do exist; reduced sperm motility in trout after exposure to Hg (McIntyre, 1973) reduced hatch in trout eggs when sperm from male trout exposed to Hg were used to fertilise the eggs (Birge et al., 1979).

It is clear from the literature that the precise details of the mechanisms by which contaminants influence the developing embryo and larvae are not known. This is compounded by the fact that there appears to be a similarity in morphological defects observed for embryos exposed to the major classes of contaminants (i.e. heavy metals, chlorinated hydrocarbons, petroleum hydrocarbons). The reviews by Rosenthal and Alderdice (1976), von Westernhagen (1988) and Weis and Weis (1989) clearly show that notochord abnormalities, cranio-facial defects, brain and eye defects, cardiovascular defects and spinal abnormalities may be induced in developing embryos exposed to a variety of contaminants. This led Rosenthal and Alderdice (1976) to suggest that an embryo responds to toxic insults with a generalised ‘stress’ response. This may be clearly seen in an example given by Bodammer (1993) where the initial treatment of the egg and continued exposure of the embryo to cadmium can:

1. Modify the permeability of the egg membrane prior to and after fertilisation
2. Disrupt gastrulation and axiation during the mid to later stages of embryogenesis
3. Retard the growth, development and organogenesis
4. Reduce embryonic heart rate
5. Reduce or modify embryo motility
6. Decrease the activity of several biosynthetic enzymes in late-stage embryos
7. Disrupt normal osteogenesis, resulting in skeletal abnormalities
8. Reduce yolk-sac size via osmotic effects on perivitelline fluid, resulting from cadmium affected membranes
9. Result in premature or delayed hatching.
A further important and complicating factor which must also be considered is the possibility of stage-dependent sensitivity to contaminants (Marty et al., 1990).

There are few examples in the literature on field-related effects of contaminants causing larval abnormalities and poor recruitment. However, the examples that do exist provide convincing evidence that this is an important area for further investigation. Longwell and Hughes (1981), studying the mackerel (Scomber scombrus) in the New York Bight, showed significantly lower egg viability in highly impacted Bight areas (disposal sites) than in areas offshore, and that the health of the embryos correlated with contaminant concentrations. Several investigators have worked on the sea surface microlayer (Hardy et al., 1987; Cross et al., 1987; Kocan et al., 1987). These studies have demonstrated that sea surface waters from contaminated areas produce significantly higher morphological or chromosome abnormalities than waters from control areas.

Perry et al. (1991) showed that winter flounder caught at polluted sites in Long Island Sound and spawned in the laboratory, produced embryos having varying degrees of chromosomal damage and other forms of abnormal cell damage. Cameron et al. (1992, 1996; Cameron & von Westernhagen, 1997) have investigated malformation rates in embryos of North Sea fish between 1984 and 1987 and in 1991 and 1992. In the 1991 and 1992 study up to 19 fish species were investigated over the whole of the southern North Sea (Lat 52° to Lat 57°N). Malformation rates varied (from below 10% to 80%) depending on the species, the time of year and the development stages considered. For example, during one winter cruise a 70% malformation rate was recorded for whiting, while in summer pilchard and sprat displayed the greatest effects (40–50%). Malformation rates were highest in embryos taken in the German Bight (close to the Elbe River) and on the UK coast by the Humber estuary. Common defects were blister proliferation in early and late embryos, failure to close the blastopore and deformation of the notochord. Supporting studies showed that abnormal embryos taken back to the laboratory and held under optimum conditions did not survive. Although in specific areas the fish embryo malformation rates were high, no attempt was made to relate abnormality rates with contaminant concentrations in environmental water or sediment samples, nor in the embryos or parent fish.

### 3.3.11 Behavioural responses

Behavioural responses of fish and invertebrates to pollution have been suggested as a possible early warning method of monitoring xenobiotic impact. This is because a behavioural response requires the integration of a suite of physiological processes including neurosensory, neurosecretory, endocrine and physiological energetics (Lawrence & Poulter, 1996, 1998; Miller, 1980). Consequently, pollution impact on any one of these processes should be manifest at a behavioural level, if normal compensatory mechanisms are overridden.

#### 3.3.11.1 Locomotion

Contaminants can affect the locomotory activities of fish by eliciting movement toward (attracting) or away from (avoidance) a contaminated area; alter sensory perception; cause alterations in free locomotory activity; alter locomotory components such as turning frequency or angular orientation; and reduce swimming performance and/or endurance (see
Atchison et al., 1987, for review). The use of any of these responses is limited by interspecific and intraspecific variability, as well as the environmental relevance of much of the laboratory assays, but any detrimental effects on locomotory ability could affect escape capabilities, predator/prey interactions, migratory patterns, and reproduction (Atchison et al., 1987). More recently a metabolic trade-off has been proposed between locomotion and detoxification in rainbow trout exposed to copper (Handy et al., 1999).

3.3.11.2 Escape
Groups of osmotically-challenged Atlantic salmon demonstrated reduced escape distance and schooling behaviour, and suffered higher predatory mortality (Handeland et al., 1996). However, where the stress was mild, basic predator avoidance behaviour which was modified during the challenge returned to pre-exposure levels quickly (Olla et al., 1992).

3.3.11.3 Foraging models
Pollution exposure has been demonstrated to alter the efficiency of foraging behaviour in fish (e.g. Bryan et al., 1995). Fish subjected to pollutants have been shown both to attack fewer prey items and to be less effective in capturing the smallest prey (Bryan et al., 1995). Exposure to metals can impair feeding performance in fish by reducing the appetite and changing the reaction distance and prey handling time (Atchison et al., 1987). No attempts appear to have been made to apply optimal foraging theory to toxicity testing or to verify in the field the effects of metals on the foraging behaviour of fish (Atchison et al., 1987).

3.3.11.4 Reproductive behaviour
A number of studies have noted changes in the duration, intensity and format of courtship displays during the preliminary stages of reproduction (see Jones & Reynolds, 1997, for review). It is suggested that reduced and/or affected courtship displays can disrupt the process of sexual selection resulting in delayed and/or reduced reproduction with subsequent reductions in population fitness and success (Colgan et al., 1982; Stafford & Ward, 1983; Matthiessen & Logan, 1984; Schröder & Peters, 1988; Kime, 1995). Exposure to masculinising contaminants can cause male-like courtship patterns in female fish, though with little residual effects on aggression or sexual success (Krotzer, 1990). However, parental care behaviour can be substantially disrupted with pollutants causing nest abandonment, reduced maintenance levels, irrational swimming actions and/or increased aggression (Breitburg, 1992; Lorenz & Taylor, 1992; Weber, 1993; Tanner & Knuth, 1995, 1996). Enhanced nest maintenance behaviour has been recorded with increased pollutant exposure where the contaminant is smothering in nature (Potts et al., 1988).

3.3.11.5 Consequences of behavioural change
There are a number of behavioural changes elicited by contaminant exposure which taken either separately or as a whole could have marked effects on the ecological balance. Any detrimental effects on locomotory ability could affect escape capabilities, predator/prey...
interactions, migratory patterns, and reproduction (Atchison et al., 1987) and effects on antipredatory behaviour have been shown to result in enhanced predatory mortality (Handeland et al., 1996). There have also been recorded incidences of pollution affecting reproductive behaviour both at the level of mate recognition and/or attraction, and in the process of parental care. All of these behavioural changes could have significant effects on the subsequent ecological and population balances, although there appear to have been no attempts to quantify these consequences.

3.3.12 Conclusions

From this review it can be seen that there are clearly potential links at the physiological level between subcellular responses to xenobiotic exposure and higher level consequences on population and yield.

Links can be demonstrated between the induction of proteins employed in detoxification and protection, and increased protein degradation and protein turnover. This has consequences on the energy balance of an organism and the allocation of this energy between detoxification, repair and growth and reproduction. However, it has also been demonstrated that xenobiotics can have a direct impact on various physiological processes including osmoregulation and ionoregulation, excretion, respiration, neuroendocrinology and immune response and developmental processes. Each of these responses may further impact on individual fitness and reproductive capacity.

Of particular interest is the link between induction of detoxification systems, lysosomal compartmentalisation of xenobiotics, protein turnover and cellular/organism energetics. The recognition that reduced whole-body protein turnover consistently underlies lower energy expenditure, with beneficial consequences that include higher growth efficiency and longer survival following pollution impact, is central to understanding how species survive stressed environments. In addition, the observation that multilocus heterozygosity within populations is associated with slower intensities with which proteins are renewed and replaced, again provides a mechanistic link between physiology and population fitness and survival.

Evidence for several of the mechanistic links between cellular and physiological effects has been developed in particularly marine invertebrates and there is a real need to develop investigations that repeat these studies in marine fish. Particularly, and in relation to the previous comments, there is a need to demonstrate pollution impacts on fish energetics and it may be that the more recently developed approach investigating cellular energy allocation makes this feasible. Where studies have employed fish, these tend to be freshwater and whilst demonstrating physiological impact, again this requires extrapolation to marine species.

Also crucial to the link between cellular responses to pollution and population level consequences is the impact of xenobiotics on reproduction and fecundity. At the moment, there is a great deal of effort focused on the impact of endocrine disrupters on the reproduction of fish. Whilst this process is important (see Chapter 5), the present chapter has additionally highlighted the importance of other processes by which reproduction can be impacted. Of particular importance here are direct effects on fecundity and the fertilisation process. More work needs to focus on these aspects of the reproductive process to fully understand population level consequences of sublethal xenobiotics.
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Chapter 4

Molecular/Cellular Processes and the Health of the Individual

K. Hylland, S. Feist, J. Thain and L. Förlin

4.1 Introduction

A fish can be considered healthy if it grows at a normal rate, if it fulfils its natural reproductive capacity and if it can be expected to live its full life span, i.e. as long as is normal in the relevant population. Disease in fish, viewed as the negation of health, is any deviation from normal life. Disease can be an abnormality in a physiological process, such as reproduction failure, growth retardation, organ dysfunction, perturbation of normal metabolism or pathological effects, such as skin ulcer development, parasite infection or neoplastic lesions. The health of fish can be determined using a range of biochemical, physiological and morphological methods, commonly referred to as biomarkers. Fish diseases and pathology, whether caused by infectious agents, environmental factors or xenobiotics are increasingly used as indicators of environmental stress at the population level (ICES, 1996, 1997). Physiological and toxicopathic lesions at the tissue and organ level are the consequence of changes at even more fundamental levels of biological organisation and these are considered in more detail in Chapters 2 and 3 of this book. Generally, a selection of both physiological and pathological methods would be used in combination with chemical analyses to diagnose or assess health in individual fish.

The underlying concept is based on the general understanding that interactions between biochemical and physiological functions in fish, detected as disruption of normal processes at subcellular, cellular or organ levels, may indicate or lead to adverse effect at the individual level. Such effects may then cause vital disturbances in reproduction, growth or survival of the fish (Haux & Förlin, 1988). Such individual health effects occur early in a damaging process. Adverse effects on fish populations or communities can then be avoided by taking appropriate measures.

Although it is generally understood that impacts on fish health may lead to effects on fish populations or communities, it is difficult to quantify such relationships. To overcome this difficulty, various test strategies have been employed. One such strategy is to couple biomarker responses to effects observed in parallel studies with ecological end-points such as growth and abundance of fry and adults, reproductive success and recruitment. Such an integrated strategy using ecological, biochemical/physiological and pathological end-points has been employed with fish in reference areas and polluted receiving waters, for example
in monitoring adverse effects of pulp mill effluents (Sandström et al., 1997). Studies of the same biomarkers in the laboratory and field are another strategy to overcome the difficulties encountered when interpreting the results of complex field exposures (Larsson et al., 1985; Förlin et al., 1986). Laboratory studies then provide the background upon which it is possible to understand and interpret the responses measured in fish in polluted waters. The link between individual health effects and populations is treated in Chapter 5.

Considerable effort has been devoted to develop experimental techniques for field studies including well-defined methods for fish capture and handling, sampling of tissues, storage of tissues, analyses and statistical treatment of data. Abiotic and biotic factors such as temperature, salinity, season, nutritional state, sex and sexual maturation influence biomarker responses. In addition, methodological factors including sampling and analytical techniques are sources of variability for the determination of toxic responses. Great variability also exists in biomarker responses between tissues and between species. Standardised protocols should include representative species and appropriate, selected biomarkers. Protocols need to include details on the selection of individuals (stratified sampling) and quality control measures for each step in the analytical process. By using such protocols the ‘noise’ contributed by confounding factors can be minimised.

In this chapter, a distinction has been made between physiological and pathological effects in fish. The reason for this is operational, as it is obvious that changes in a tissue will affect physiological parameters and vice versa. In addition to physiological and pathological conditions in adult fish, evidence of contaminant effects on larvae and embryonic development has been included in a separate section. Finally, to show some of the results in the ‘real world’, two specific case studies have been discussed.

4.2 Physiological aberrations

Biochemical and physiological functions contribute to maintain homeostasis in fish. As a consequence, many early responses to toxicants are often homeostatic responses that can be difficult to discriminate from responses caused by natural stressors. When toxicity occurs, such acclimation responses have evolved into adverse effects. Therefore, acclimation responses may serve as early warning signals to toxicant exposure and/or effects (Huggett et al., 1992). This has become an increasingly accepted conceptual aid in assessing effects of pollutants in the aquatic environment even though it is generally difficult to link such acclimation responses to effects on populations or communities. Physiological aberrations differ from pathological changes in that they may occur within hours of exposure to a contaminant. Biochemical and physiological responses may therefore, to a larger extent than pathological changes, be used as early warning signals for toxicity, but the ecological significance of the response is on the other hand less clear. Physiological investigations give the opportunity to make a primary assessment of disturbed or threatened quality of fish including both the use of fish for human consumption and the ability of the fish to reproduce and survive in a polluted environment. These types of fish investigations can also form the basis for and be combined with other studies such as chemical and ecological studies.

In the following sections, biochemical and physiological aberrations are discussed in relation to specific tissues or organs in fish. The immune system is treated separately due to
its relevance for health in general. Disruption of the metabolism of trace elements involves various tissues and is discussed separately. Another process involving most tissues in an organism, endocrine regulation, is treated in Chapter 6.

### 4.2.1 Effects on the immune system

The immune system of fish is similar to that found in mammals in many respects. As in mammals (and other vertebrates), there are signalling systems as well as non-specific and specific humoral and cellular components in the fish immune system. Although signalling systems for immune responses do exist in fish, there is still limited knowledge concerning the function and diversity of messengers, e.g. cytokines (Secombes et al., 1996). It appears probable that eicosanoids are involved in immune modulation in fish, as is the case for mammals (Rowley et al., 1995). One important aspect of fish immunology is the large diversity of both mechanisms and function: immune responses in different species vary substantially and it is therefore difficult to extrapolate from one species to another.

#### 4.2.1.1 The non-specific components of the fish immune system

The non-specific immune response in fish has been studied in some detail for a small number of fish species. As for other vertebrates, it consists of humoral and cellular components. The humoral immune components include lysozyme, complement, C-reactive protein, transferrin, lectins, hemolysin and various other substances (see Yano, 1996, for an overview). These substances may be found in mucus and eggs as well as in plasma and their main role is to provide an immediate first, unspecific, line of defence against pathogenic microorganisms. For this reason, the substances are also commonly referred to as acute-phase reactants. The components of the acute-phase response are predominantly glycoproteins and other proteins that are excreted into the blood. Plasma levels of acute-phase reactants increase following infection (White & Fletcher, 1983; Szalai et al., 1994).

In addition to the humoral components of the non-specific immune system, there are cellular components, reviewed by Secombes et al. (1996). The non-specific cellular defence includes macrophages, granulocytes and non-specific cytotoxic (NCC) cells. Macrophages normally have high phagocytic activity, will migrate according to chemical stimuli, can secrete free radicals and can act as accessory cells for lymphocyte responses. Macrophage responses have been used to identify immunomodulation from various agents (see below). In fish, granulocytes are generally either neutrophils or eosinophils. As macrophages, granulocytes are mobile and phagocytotic, but their bactericidal activity is not as high as that of macrophages (Secombes et al., 1996). In some fish species there is a particularly well-developed cell-mediated cytotoxic capacity, mediated through non-specific cytotoxic cells (Pettey & McKinney, 1988; Haynes & McKinney, 1991; Inoue et al., 1998). In bony fish, the NCC cells are considered to be analogous to natural killer (NK) cells in mammals, whereas macrophages appear to have that function in sharks.

#### 4.2.1.2 The specific components of the fish immune system

The cellular component of the specific immune system in fish really consists of three major parts: lymphocytes with the associated production of antibodies, helper cell functions and
allograft rejection mechanisms. The antigen-specific response in fish does involve B-cells and T-cells, but there appear to be species-dependent differences in the nature and regulation of the specific immune response in fish (Manning & Nakanishi, 1996). In contrast to mammals, the immunoglobulins of fish are primarily tetrameric (referred to as IgM, as the mammalian pentameric Ig) (Glynn & Pulsford, 1990) and there does not appear to be an evolution of different globulin classes in the course of an antigen-response (Kaattari & Piganelli, 1996). Some studies do indicate a diversity of Igs in fish and the question of the roles of different Igs during phases of infection or involvement in other immune responses still remains unresolved (Bang et al., 1996).

4.2.1.3 Methods to study fish immune responses to xenobiotics

The methods that have been used to identify effects of xenobiotics on fish immune response can be divided into three groups: non-specific assays, specific assays and either assay type used with antigen stimulation (Anderson, 1990). The non-specific assays include hematocrit, leukocrit, the content of various classes of leukocytes and thrombocytes, general assays of macrophage function. As the name implies, specific assays are functions related to or responses to specific antigens. These include agglutination assays, mitotic response (proliferation of B-cells), reduced ability to synthesise antigen-specific IgM and the ability to survive a challenge with a pathogen.

4.2.1.4 Natural modulation of the fish immune system

In addition to pathogens, immune responses in fish are modulated by various endogenous and environmental factors, such as season, temperature, food availability, food quality, age and gender. Lower temperature has been found to decrease immune responses in fish species, e.g. catfish (Dexiang & Ainsworth, 1991), carp (Schneider & Ambrosius, 1987) and rainbow trout (Hardie et al., 1994). It is not clear whether temperature-dependent effects are direct or whether they are entirely or partly stress-mediated (Schreck, 1996). In addition to temperature, several studies indicate that immune responses may change through the year (White & Fletcher, 1983; Szalai et al., 1994). Both innate immune function and the immune response following stress will differ through the life of a fish. Such age-dependent changes relate both to ontogenetic development and to ageing of tissues (Ourth & Ratts, 1991; Tatner, 1996). There are indications that there may be differences between juvenile fish and sexually mature individuals. In one study, Røed et al. (1992) found lower haemolytic activity in the blood of sexually mature fish compared to juveniles. In addition to being affected by endogenous factors, the diet of fish also affects their ability to combat disease. Components of the immune system appear to be particularly sensitive to deficiencies in trace metals (Scarpa et al., 1992; Inoue et al., 1998), lipid (Sheldon & Blazer, 1991) and vitamins (Hardie et al., 1990, 1991) in the diet.

4.2.1.5 Effects of contaminants on non-specific immune responses

There is a large body of evidence that suggests that exposure to xenobiotics affects non-specific immune responses in marine and freshwater fish species (reviewed by Anderson.
Effects of Pollution on Fish (et al., 1996). The humoral parameters most commonly measured are lysozyme, C-reactive protein and complement. In an early study, several chlorinated compounds were found to increase the levels of C-reactive protein by one to two orders of magnitude (Winkelhake et al., 1983). In one study, Karrow et al. (1999) found that plasma lysozyme in rainbow trout decreased following chronic exposure to creosote. A study by Albergoni & Viola (1995) in which catfish (*Ictalurus melas*) was exposed to Cd shows some of the difficulties found in relating xenobiotic exposure to immune responses: serum IgM decreased immediately following exposure, but then increased to control levels within two weeks.

Cellular non-specific responses have mainly been assessed through the determination of the phagocytic or bactericidal activity of macrophages. In a study on English sole (*Pleuronectes vetulus*), Clemons et al. (1999) found increased superoxide anion production (e.g. oxidative burst) in fish exposed to polycyclic aromatic hydrocarbons. Exposure to contaminants does not always cause increased immune responses, however; pronephros leukocyte oxidative burst was found to decrease in creosote-exposed rainbow trout (Karrow et al., 1999). Similarly, Rice et al. (1996) found decreased oxidative burst in PMA-stimulated leukocytes from fish held near a contaminant source compared to fish from a reference location. In the same study, no differences were found between sites regarding non-specific cytotoxic cell activity. Anderson and Brubacher (1993) also found decreased oxidative burst response in phagocytes from PCP-exposed medaka (*Oryzias latipes*) compared to control fish.

It is not easy to interpret such responses as many immune parameters may decrease or increase depending on the duration and nature of the exposure. Interpretation may easily be further confounded by the fact that non-contaminant stress will affect acute-phase responses, such as lysozyme activity (Demers & Bayne, 1997) and replace with the alternative pathway of complement activation system (Sunyer et al., 1995).

4.2.1.6 Effects of contaminants on specific immune responses

There is increasing evidence that the specific components of the immune system are affected by xenobiotics. The bulk of such studies can be divided in two main groups: those studying general lymphocyte processes and those using challenge from a pathogen.

Various contaminants have been shown to affect lymphocyte proliferation and lymphocyte function in fish species. Thuvander (1989) found that Cd would increase the mitogenic response in lymphocytes from rainbow trout (*Oncorhynchus mykiss*). Similarly, in a study on catfish exposed to Cd, Albergoni and Viola (1995) observed increased haemolytic activity and antibody titer in exposed fish compared to control fish. The opposite was found in a study on the freshwater fish species spot (*Leiostomus xanthurus*). In this study, exposure to polycyclic aromatic hydrocarbons caused decreased lymphocyte mitogenic response (Faisal & Huggett, 1993). In another study on rainbow trout, Karrow et al. (1999) found only marginally decreased mitogenic response in head kidney leukocytes following treatment with LPS, whereas PHA or Con A had no effect. Both polycyclic aromatic hydrocarbons and chlorinated hydrocarbons suppressed B-cell function in chinook salmon (*Oncorhynchus tschawytscha*) (Arkoosh et al., 1994), whereas only minor differences between populations were seen in a study on English sole (*Pleuronectes vetulus*) (Arkoosh et al., 1996).
As for non-specific responses, there is clear evidence that stress will depress specific immune responses in for example, Atlantic salmon (*Salmo salar*) (Thompson *et al*., 1993), rainbow trout (Betoulle *et al*., 1995) and catfish (Ainsworth *et al*., 1991).

4.2.1.7 The use of immune responses in fish for contaminant monitoring

There is a general lack of monitoring studies in which immune responses in fish have been determined alongside other markers for health or exposure. Only in a limited number of studies have immunotoxic effects in fish been assessed in relation to environmental contamination.

Red drum (*Sciaenops ocellatus*) from contaminated areas was found to have decreased serum antibody titres compared to red drum collected from clean reference areas (Evans *et al*., 1997). In a series of studies, Secombes and co-workers assessed effects of sewage sludge on the immunocompetence of flatfish species under experimental (Houlihan *et al*., 1994; Secombes *et al*., 1991, 1992) and field (Secombes *et al*., 1995) conditions. The immunocompetence of dab (*Limanda limanda*) and rainbow trout (*Oncorhynchus mykiss*) in response to oil drilling muds was assessed in a similar manner (Tahir *et al*., 1993; Tahir & Secombes, 1995). The results from the series of studies indicated a complex response pattern in the parameters measured, which included condition indices, serum lysozyme, protein, immunoglobulin (Ig) and antiprotease, macrophage and leukocyte function, as well as lymphocyte mitogen response. In the field study with plaice (*Pleuronectes platessa*), some parameters increased close to the most contaminated site (sewage dump site), i.e. hepatosomatic index (LSI), serum lysozyme, total serum Ig and kidney leucocyte bactericidal activity (Secombes *et al*., 1995).

The number of different types of white blood cells (WBC) including lymphocytes, granulocytes and thrombocytes has been used to indicate pollutant effects on the immune defence in fish (Larsson *et al*., 1985; Förlin *et al*., 1986; Andersson *et al*., 1988). A reduced total WBC count or lymphocyte count seem to be a secondary stress response in fish subjected to acute stress (Ellis, 1981; Larsson *et al*., 1985). In chronically exposed perch (*P. fluviatilis*) caught downstream of a kraft pulp mill the reduced lymphocyte count was considered to indicate impairment of the immune system (Andersson *et al*., 1988). The authors hypothesised that the high frequency of fin alterations including eroded and shortened tail fin found in the most polluted sites might have been a direct consequence of the immune system impairment (Lindesjöö & Thulin, 1987).

4.2.2 Perturbed metabolism of vitamins, trace elements, etc.

In addition to direct costs through reduced food uptake or food utilisation, effects of xenobiotics may be mediated through their interactions with components required for normal metabolism.

4.2.2.1 Vitamin C (ascorbic acid)

Ascorbic acid plays a role in oxidant defence and therefore participates in the protection against certain contaminants. Important contaminant-induced abnormalities in fish such as
skeletal deformities, fin erosions and skin lesions can be related to dietary ascorbic acid deficiency and/or overutilisation of ascorbic acid stores in the defence mechanisms against toxicants (Guha et al., 1993; Thomas & Wofford, 1993; Palace et al., 1996). For example, DDT cause haematological disturbances in fish which can be at least partly counteracted by dietary ascorbic acid (Guha et al., 1993). PCB exposure to fish seems not to cause any effects on ascorbic acid content (Thomas & Wofford, 1993; Palace et al., 1996), whereas oil and cadmium exposure may cause markedly decreased levels of ascorbic acid in fish (Thomas & Neff, 1984; Thomas, 1987; Thomas & Wofford, 1993). Other metals including lead, copper and zinc may cause a small or no effect on ascorbic acid. With copper, ascorbic acid seems to play different roles in prevention of dietary and water borne copper exposure. While ascorbic acid does not affect copper toxicity in dietary exposed fish (Lanno et al., 1985), ascorbic acid prevents the toxicity against waterborne copper (Yamamoto et al., 1977, 1981).

Relationships between ascorbic acid and reproductive success in fish are of particular ecotoxicological importance. In male fish (rainbow trout) ascorbic acid deficiency has been shown to reduce sperm concentration and motility (Cierszko & Dabrowksi, 1995). In female fish, deficiency in ascorbic acid has been shown to reduce hatchability of egg, increase the number of deformed fry and negatively affect growth, food utilisation and survival of fry (Sandnes et al., 1984; Siolman et al., 1986). In studies of feed supplemented with ascorbic acid to adult female fish it has been shown that maternal transfer of the vitamin can counteract ascorbic acid deficiency-related toxicity during early life-stages (Blom & Dabrowski, 1996).

4.2.2.2 Trace metal metabolism (Cu, Zn, Fe)

Exposure to xenobiotics may affect the metabolism of the trace elements Cu, Fe and Zn in fish tissues. Many cases of such perturbations involve the low-molecular weight, metal-binding protein metallothionein (MT). This protein is thought to be involved in the normal homeostatic control of intracellular Zn and Cu levels, but will also bind non-essential metals such as Cd, Hg and Ag (Bremner, 1991). Exposure to any of the above metals will cause increased synthesis of MT and increased binding sites for both essential and non-essential metals in the cells. There have been suggestions that MT may regulate both enzyme activities and gene transcription by increasing or decreasing Zn availability (Churchich et al., 1988; Suzuki et al., 1991; Thiele, 1992). Through such mechanisms, increased intracellular or nuclear levels of MT would have detrimental effects on the cell through perturbation of Zn metabolism. There is no clear evidence that MT could affect the activity of Cu-dependent enzymes, especially as the protein binds this metal with much higher affinity than it binds Zn.

Both Cu and Fe are redox-cycling metals that may give rise to free radicals in the cell (Halliwell & Gutteridge, 1989). As one component of many, MT is thought to be involved in the cellular antioxidant defence as a radical scavenger. This subject and involvement of MT with DNA damage is treated in more detail in Chapter 2. Iron is a trace element with a wide range of roles in fish physiology, including oxygen-transport, as cofactor in various catabolic enzymes and in the transfer of electrons in mitochondria. While not interacting directly with Fe, some xenobiotics will affect the metabolism of Fe-containing heme.
groups. The metal Pb will inhibit one step in the synthesis of heme, δ-aminolevulinic acid dehydratase (ALA-D) activity (Hodson, 1976; Haux et al., 1986). In fish this step does not appear to be rate-limiting for heme synthesis, but in birds and mammals ALA-D inhibition will ultimately cause anaemia.

4.2.3 Organ dysfunction

Exposure to and accumulation of xenobiotics may lead to tissue damage and subsequent organ dysfunction. Organ dysfunction will affect the well-being of fish and thus the individual fish health status. Histological methods are perhaps the most common tools in examination of tissue and organ dysfunction (see section 4.3). Physiological methods including measurements of subcellular and cellular processes can provide additional and important information of organ functions. Biochemical and physiological aberrations that indicate tissue and organs dysfunction in fish with emphasis on data from field studies are reviewed in this section.

4.2.3.1 Gills

In gills, histopathological methods are commonly used to study contaminant-induced abnormalities (see below). Fish gills have many important functions including exchange of gases, transport of many mono and divalent ions, excretion of waste nitrogen (ammonia, urea), and uptake and excretion of various xenobiotics. The biochemistry of many of these vital functions still needs elucidating. Therefore, biochemical markers reflecting these processes are relatively rare. One such biomarker that may serve as a marker of contaminant exposure is the inhibition of sodium/potassium ATPases. The activity of this enzyme is affected by exposure of metals and organochlorine (Cutcomp et al., 1972; Desaiah & Koch, 1975; Watson & Beamish, 1980). Also other biomarker responses more frequently studied in fish liver have been tested in gills such as induction of EROD activity and metallothionein content and oxidative stress. Relatively few studies concern field experiments but rather effects and regulation (Rana et al., 1995; Rodriguez-Ariza et al., 1999), localisation (Husoy et al., 1994) and organ-specific responses (George et al., 1996) (see also Chapters 2 and 3). To make subcellular and cellular biomarkers more useful in assessing the impact of environmental pollution requires fundamental research. However, since the gill is the prime organ for exposure to waterborne chemicals it would be relevant to include this organ in in vivo biomonitoring including biomarker responses in fish.

4.2.3.2 Sensory epithelia

There are indications that Cd in water causes morphological changes in the olfactory rosette of fish (Hernadi, 1993). Similarly, Cu has been shown to affect the ability of rainbow trout to respond to chemical cues in water (Saucier et al., 1991; Saucier & Astic, 1995). High concentrations of Cu (40 mg l⁻¹) was found to cause irreversible damage to the olfactory epithelium, whereas lower concentrations (20 mg l⁻¹) caused a reversible insensitivity. Such effects are more probable in freshwater systems than in the marine environment as the bioavailable levels of Cu will be lower in seawater than in freshwater.
The results of some studies suggest that the presence of xenobiotics, in this case an organophosphate pesticide, in water could have serious implications for spawning in salmonid species as male fish may not receive necessary pheromone cues from females (Moore & Waring, 1996). In this study, milt maturation in male fish was delayed and levels of circulating steroid hormones reduced. Similar scenarios could be envisaged for some marine fish species with complex spawning behaviour.

4.2.3.3 Liver and other visceral organs

The liver performs many essential body functions including regulation of metabolism, synthesis of plasma proteins, energy storage, storage of certain vitamins and trace metals, and transformation and excretion of steroids and xenobiotics. Studies of fish liver related to data obtained from field experiments mostly concern its functions in the detoxification of xenobiotics, specific responses to planar compounds (i.e. AhR-related induction of EROD activity) and its susceptibility to cellular lesions visible for morphological examinations. Other biomarker responses are frequently detected in fish livers from field studies including for example responses in antioxidant defence systems, metal homeostasis, stress proteins, DNA damage, etc. (see Chapters 2 and 3). In field monitoring of pollutant effects biomarkers measure fundamental acclimation responses that eventually may evolve into adverse effects. Therefore many biomarkers aid in indicating organ dysfunction by acting as early indicators of toxicant exposure, subsequent abnormal function and information about cause and effect relationships.

There is a long list of subcellular biomarkers that indicate or have the potential to indicate liver dysfunction in fish. By using a set of selected biomarker responses the assessment is strengthened. For example, induction of EROD may not indicate dysfunction but in conjunction with the presence of DNA-damage and lipid peroxidation the liver function can no longer be regarded as normal. It should at least be followed by additional studies. The induction of EROD may be regarded as the normal acclimation to exposure to PAH and planar dioxin-like compounds. However, should inhibition of the EROD activity caused by certain metals (for example Cd) and high levels of planar PCBs and chlorinated dioxins be regarded as a dysfunction of the liver? Such monitoring studies require chemical residue analyses, and/or that fish from contaminated sites are subject to intensified studies, e.g. taken to the laboratory for controlled exposure experiment. Each biomarker response needs careful characterisation and rigorous evaluation as indicator of liver dysfunction.

The spleen is involved in immune responses and is a storage organ for both red and white blood cells. In addition, it appears that the spleen in some fish species may have more diverse functions. In brown bullhead, islands of well-differentiated hepatocytes were observed in the spleen. The presence of hepatocytes appeared to be a normal phenomenon, but their role (if any) is unknown (Spitsbergen & Wolfe, 1995). Most studies on effects of xenobiotics on spleen concentrate on immune functions. In some species, there is a tendency for macrophage aggregation (see section 4.4). The immune functions of the spleen have been shown to be affected by various classes of xenobiotics, e.g. pulp mill effluents (BKME) (Barker et al., 1994; Couillard & Hodson, 1996), polycyclic aromatic hydrocarbons (Hart et al., 1998) and pesticides (Hart et al., 1997).
For most fish species, there are two morphologically distinct tissues referred to as kidney. The head kidney is a very complex organ with a mixture of tissues, including renal, hematopoietic, immune and endocrine. In most fish species, the trunk kidney mainly consists of renal tissue, active in the secretion of divalent ions. There have been various studies concerning the immune function of cells derived from the head kidney. Similarly, there have been a large number of studies concerning the endocrine tissue in the head kidney, the interrenal tissue, as this is the tissue that will release cortisol into the bloodstream in response to stress (Robertson et al., 1987) (see section 4.2.3.4). In contrast, there is a dearth of studies concerning the effects of xenobiotics on hematopoietic or renal functions of the kidney. Relatively few studies are available about subcellular and cellular biomarker responses in fish kidney. EROD and MT induction have been indicated but the responses appear to be less sensitive than in the liver (Pesonen et al., 1987; George et al., 1996). There are also relatively few studies on fish kidney using morphological techniques. There are two possible explanations: either the kidney is generally less sensitive to effects from pollutant exposure or less attention has been paid to kidney abnormalities.

4.2.3.4 Endocrine organs

The interest and concern about so-called endocrine disrupting substances has resulted in an increasing awareness of hormone-related disturbances in aquatic organisms. Effects on endocrine parameters related to reproduction in fish are mainly treated in Chapter 5. Measurements of plasma concentrations of hormones can give information about processes in maintaining homeostasis including compensatory mechanisms related to xenobiotics impact on biochemical and physiological processes. Deviation in hormone levels may also reflect aberration in synthesis, secretion, metabolism and/or clearance of hormones.

There is limited knowledge of how diseases of endocrine organs affect the health of fish. Thyroid hyperplasia have been reported in salmons species in the Great Lakes (reviewed by Leatherland & Farbridge, 1992). It is not evident that this hypertrophy of the thyroid can be linked to specific chemical contaminants. There are some indications that xenobiotics may interact with thyroxine metabolism (Ricard et al., 1998). Hyperplasia has been reported of pancreatic cells producing insulin in winter flounder (P. flesus) caught at a very polluted site (Gardner & Yevich, 1988). Also, affected levels of plasma levels of blood glucose have been interpreted as alterations in pancreatic function (Larsson et al., 1985). Altered levels of plasma retinol have been observed in flounders exposed to polyaromatic hydrocarbons (Besselink et al., 1998).

The most extensively studied hormones related to stress in fish are the corticoid hormones. These hormones are formed in the interrenal tissue and regulated via the hypothalamic-pituitary-interrenal axis, which can be stimulated by many factors including chemical stimulation by a variety of contaminants, and biotic factors such as diet, temperature, photoperiod, social stress and sex (Mazeaud et al., 1977; Donaldson, 1981). Contaminants have also been reported to cause decreases in corticoid hormone levels. Cortisol is the dominant corticosteroid, and regulates for example metabolic activity in many organs and has important functions in osmoregulation and immunosuppression. Stimulation of the hypothalamic-pituitary-interrenal-axis results in a rapid release of cortisol into the plasma. This occurs during handling stress, which may mask any effects related to the contaminant.
The exposure of fish to environmentally relevant concentrations of alkylphenols and/or their ethoxylates has been shown to cause oestrogenic responses, and to modify growth in fish (Ashfield et al., 1998 and reference therein). It is not known if alkylphenols and alkylphenol ethoxylates affect growth by an oestrogenic effect or if other mechanisms of action are involved.

Studies with pulp mill effluents have revealed evidence for endocrine effects in fish (see also later sections). In the middle of the 1980s fish caught near pulp mills frequently showed physiological disturbances including reduced plasma sex hormone levels, reduced gonad growth and delayed sexual maturity, suggesting exposure to endocrine disrupting substances. Although these reproductive disturbances and other fish health disturbances during the 1990s have been less frequently observed, reproduction disorders, impaired growth and immune defence are considered as a major remaining effect of pulp mill effluents (Sandström et al., 1997). Investigations of possible effects of endocrine disrupting substances by measuring the oestradiol-inducible protein vitellogenin in wild male and female perch caught near pulp mills seem to indicate a weak antioestrogenic response in the female and possibly a weak oestrogenic response in the male fish (Larsson et al., 1999). The chemicals causing these effects are not known, but suspected compounds that may interact with the endocrine systems in fish are plant sterols (Howell & Denton, 1989; Tremblay et al., 1995; Lehtinen et al., 1999).

Sex differentiation in fish can possibly be disturbed by endocrine disruption. In most fish larvae sex differentiation takes place around hatching. In eelpout, a viviparous species, Larsson et al. (1999) showed that the undifferentiated gonads differentiate within 3–4 weeks in the unborn fish embryos. Near a pulp mill effluent outlet in the Baltic Sea more male than female embryos were found (Larsson et al., 1999). Sex ratio in fish embryo affects recruitment of fish and thus affects the performance of the fish population.

Altered endocrine functions related to reproduction, development, immune defence and growth are likely to affect the performance of fish populations. Survival of fish in the natural environment is influenced by, for example, the body size and gonad growth for successful reproduction. Growth rate is closely related to survival because small fish generally compete less successfully for food. In order to facilitate linking of responses at different lower to higher levels of organisation, parallel studies at subindividual, individual and population levels are needed.

4.2.3.5 Blood

Chemistry of blood plasma, blood cells and blood cell counts offer many vital responses to measure toxicity in fish. Blood is relatively easy to sample and many effect parameters are easy and fast to analyse. The list of effect parameters in blood can be made very long. Blood indexes including ion and enzyme levels, red and white blood cell counts and haemoglobin content are commonly used in various fish studies. Many metals (Larsson et al., 1985), chlorinated hydrocarbons (Haux & Larsson, 1979) and complex mixtures for example pulp mill effluents (Andersson et al., 1988) are known to affect for example plasma ion concentrations and white and red blood cell numbers. These methods are relatively inexpensive, fairly sensitive and provide good indices of pathological changes in ion regulatory and blood forming tissues (Larsson et al., 1985).
Since strict ion regulation is necessary for fish to maintain water and ion homeostasis, disturbances in ion regulation induced by pollutants are manifested by altered plasma ion concentration. Many blood parameters are sensitive to stress including handling and sampling stress. To overcome such problems standardised procedure must be employed for fishing, handling and sampling (Larsson et al., 1985; Förlin et al., 1986).

Blood parameters such as ion concentrations and red blood cell counts are sensitive to general stress and therefore not often included in health studies of fish. However, with appropriate and standardised methods and trained personnel these difficulties can be treated. As with many biomarkers there is a general lack of mechanistic linkage to important parameters such as growth and reproduction, but extensive field studies such as studies of pulp mill effluents in fish clearly demonstrate relationships between these vital plasma variables and fish population performances (Sandström et al., 1997). Therefore, in order to facilitate linking of responses at different lower to higher levels of organisation, parallel studies at subindividual, individual and population levels are needed.

In humans, liver dysfunction is often accompanied by increased bleeding because the dysfunction results in malproduction of blood coagulation factors in the liver. In fish, blood clotting has been studied in conjunction with stress which increase blood clotting time (Smit & Schoonbee, 1988; Ruis & Bayne, 1997) and exposure to certain pesticides and PAH seems to increase blood clotting time (Zbanyszek & Smith, 1984; Sing & Srivastava, 1992). Blood clotting mechanisms in fish need further studies. It would be valuable with biomarkers indicating deviation in bleeding performance, including blood clotting time, with the potential to indicate liver dysfunction in fish.

4.2.3.6 Nervous tissue

Acetylcholinesterase inhibition in fish has for many years been known to be a good biomarker for exposure to certain insecticides, i.e. organophosphates and carbamates (Holland et al., 1967; Mayer et al., 1992; Nemcsok, 1994). This biomarker has also been used in field monitoring, e.g. Kirby et al. (2000). The function of acetylcholinesterase is to cleave acetylcholine into choline and acetic acid. Acetylcholine is a neurotransmitter and is thus essential for normal neural functioning of sensory, integrative and muscular systems. In fish, inhibition of the enzyme affects, for example, respiration, feeding and swimming (Wildish & Lister 1973; Post & Leisure, 1974; Klaverkamp et al., 1977).

4.3 Pathological abnormalities

Histological methods remain the primary tools used for the evaluation of pathological changes in tissues, although much information can be gained from tissue imprints and smears for detecting cellular changes at the light microscope level. Cytology, in the broadest sense to include studies on isolated cells, is also a powerful tool for the visualisation of cellular injury using biochemical techniques (Moore, 1992). The ultrastructural analysis of cells and tissues provides essential information on the pathological changes occurring in a variety of organelles which can be related to both biochemical changes at the cellular level and to tissue pathology (Klaunig et al., 1979; Kohler, 1989). Historically,
the interpretation of histological changes has depended to a great extent on the experience and opinion of the pathologist examining the material. Consequently, there has been increasing emphasis on the standardisation of both the diagnosis of lesions detected and in assessments of their relative importance and significance (Reimschuessel et al., 1992; Bernet et al., 1998).

This section provides an overall assessment of the principal pathologies reported in fish exposed to xenobiotics (i.e. contaminants) with emphasis on data obtained from field studies. Each organ system is dealt with separately and a general description of gross and microscopic pathology provided. It should be stressed that the understanding of the normal ultrastructural and light microscopic anatomy of the cells and tissues is fundamental to the correct interpretation of pathological changes in whichever organism is under investigation. There are a number of general texts providing excellent descriptions of ultrastructural pathology of cellular organelles in tissues and organs exposed to a variety of toxic compounds (Slauson & Cooper, 1982; Majno & Joris, 1996). These subcellular changes are often similar in a variety of different tissues and cell types and are highlighted where they have been associated specifically with contaminant exposure. Tissue lesions tend to be more specific to the organ involved and depending on the severity may directly affect function and consequently the general well-being of the fish.

General tissue responses to contaminants are well summarised by Couch (1975), Meyers and Hendricks (1982), Hinton and Lauren (1990) and Hinton et al. (1992). For the purposes of this review, lesions known to be induced by infectious agents are excluded unless relevant for differential diagnosis purposes. Nevertheless, it is important to recognise that it can be very difficult to discriminate between histopathological changes induced by xenobiotics and those caused by pathogens. In particular, where these cannot be visualised directly, in the case of most viral infections, or where they may be present at very low levels or even absent. However, idiopathic lesions consisting of, or incorporating inflammatory cells, most often represent the host response to foreign objects or pathogens.

4.3.1 Integument

The use of gross pathology of fish is well established as an integral part of the suite of ‘biomarkers’ used in biological effects of contaminants monitoring programmes in Europe. Gross pathology recorded according to International Council for the Exploration of the Sea (ICES) guidelines includes acute and healing ulcers, lymphocystis, epidermal hyperplasia/papilloma and the presence of liver nodules (ICES, 1996). Ulcerations are likely to result from a variety of causes, including physical trauma and subsequent infection with bacteria and other opportunistic organisms. Lymphocystis disease is known to be caused by an iridovirus. Infected cells become greatly hypertrophied, forming clusters of nodules on the surface of the fish (Bucke et al., 1983). Occasionally, lymphocystis nodules occur on the gills and in internal organs. At present, there does not appear to be a strong link between xenobiotic exposure and lymphocystis disease in flatfish (Möller, 1990), but there are seasonal and annual variations (Riersen & Fugelli, 1984). Epidermal hyperplasia and papilloma have been recorded from many fish species from contaminated and relatively clean environments (Cross, 1986; Baumann et al., 1987; Hayes et al., 1990; Bowser et al.,
1991; Poulet et al., 1994). It is not yet clear whether infectious agents are involved in the development of epidermal papillomas, but viral particles have been recorded from these lesions in some fish species (see Baumann, 1992; Grizzle & Goodwin, 1998).

Cellular changes in the integument predominantly affect the epithelial layers of the skin and if the stimulant persists, more severe lesions may occur affecting deeper tissues, including the underlying musculature (Bucke et al., 1983; Lindesjöö & Thulin, 1994). Additional pathologies of the integument include cellular hypertrophy, necrosis, erosion and sloughing of the epidermis (including fin rot) (Haensly et al., 1982), and proliferation of mucous cells or changes in their relative abundance. Hyperplasia of pigment cells (melanocytes and iridophores) leading to hyperpigmentation has been recorded in some flatfish species, such as the dab (Limanda limanda), from the North Sea. The occurrence of this condition has been increasingly noted. Histological examination of affected tissues has so far failed to demonstrate evidence of pathogen involvement and the aetiology of the condition remains unknown (Lang & Feist, unpublished). With the exception of papillomas, cutaneous neoplasms, including carcinomas, are relatively rare. However, Baumann (1992) suggested that chromatophoromas in certain fish species may be of use in environmental monitoring. Further, Kranz (1989) identified relationships between ulcers of the skin and melanomacrophage (MMC) centres in the spleen.

There are no known direct links between xenobiotic exposure and pathologies of the integument, although exposure to xenobiotics could affect the progress of skin and integument pathologies. If the ability of the immune system of a fish to combat pathogens is compromised, e.g. through effects of xenobiotics on either humoral or cellular immune system components (see section 4.2), one obvious consequence could be slower healing of skin ulcerations. Similarly, effects of xenobiotics on blood clotting could delay healing processes in integument.

4.3.2 Gills

Gill epithelium is continuously exposed to the environment and is one of the main routes for the uptake of soluble xenobiotics. The use of morphological techniques in the evaluation of adaptive responses in the gill has proved to be a powerful tool. The basic structure of the gill is well described for several fish species and the range of pathological changes in this organ is also comprehensively reported in the literature (Mallatt, 1985; Perry & Laurent, 1993). Cellular damage includes hypertrophy of the epithelium and chloride cells, necrosis and hyperplasia (Solangi & Overstreet, 1982; Daoust et al., 1984; Khan & Kiceniuk, 1984; Stoker et al., 1985; Khan et al., 1994), as well as cartilage dysplasia which appears to be a common response to irritants (Spies et al., 1996). In addition, mucous cell proliferation and excess mucous production are also frequently present (Haensly et al., 1982). Haaparanta et al. (1997) reported chloride cell proliferation as a significant pathological alteration in roach Rutilus rutilus from polluted lakes in Finland. Epithelial hyperplasia, if continued, usually results in lamellar fusion and/or distal clubbing of the secondary lamellae. The use of scanning electron microscopy (SEM) is often used to visualise this category of gill pathology (Lindesjöö & Thulin, 1994) and is essential for the assessment of changes to the surface structure of the epithelium. Other important lesions are those associated with
disturbances of blood flow, including vascular congestion, aneurysms, thrombi, telangiectasia and constriction of blood sinuses. Although there are a variety of pathological changes that can be observed in gills exposed to contaminants, several of these also arise if there is even a slight delay in fixation. Special care must be taken in sampling of field collected material where fish may have been in a trawl net for many minutes before landing, and thereafter there could be a delay before fish are placed in holding tanks prior to post mortem. The stresses involved during these operations could quite possibly produce one or more of the changes indicated above, in particular separation and hypertrophy of the respiratory epithelium (Speare & Ferguson, 1989).

In freshwater fish it is well known that exposure to metals, especially Cd, Cu and Zn, can lead to increased amount of chloride cells and there is also evidence that Cd affects the cytoskeleton of the chloride cells (Devos et al., 1998). Other studies, e.g. Karan et al. (1998), indicate that Cu will also cause morphological and physiological changes in gills. It is not known whether marine fish will be exposed to sufficiently high levels of metals to elicit such responses. In one study, Grinwis et al. (1998) showed that TBT-exposure would cause gill lesions in flounder (Platichthys flesus). Field exposure to pulp and paper mill effluent caused hyperplasia in the gills of shorthorn sculpin (Myxocephalus scorpius) (Barker et al., 1994).

It is clear that any damage to the respiratory epithelium compromises the respiratory ability of the host. Minimal or moderate damage, although not likely to result in mortality directly, may adversely affect the performance of the fish, specifically in feeding and for avoiding predation. Locally severe or extensive damage may allow a route of access for pathogens or directly result in mortality.

4.3.3 Sensory epithelia

In teleosts these consist of the lining of the nares and the lateral line. There is limited published work on the effects of xenobiotics (such as heavy metals and petroleum hydrocarbons) on these structures but similar cellular changes to those already alluded to above are produced in these epithelia (Gardner, 1975; Hawkes, 1980), in particular, severe oedema and spongiosis, necrosis, epithelial sloughing and metaplasia (Gardner, 1975). The sensory epithelium of the lateral line would seem to offer some promise for the detection of early toxicopathic injury. In addition, the sampling of this organ would also provide data on the skin and underlying tissues of the fish since these would also be present in the tissue section. Since damage to sensory organs is likely to affect behaviour (Solangi & Overstreet, 1982), the potential of xenobiotics to induce pathological and potentially behavioural changes at the population level should be seriously considered and investigated.

There are indications that Hg accumulate in the inner ear of fish and could affect balance and co-ordination (Skak & Baatrup, 1993). Various studies indicate that the olfactory epithelium of fish will accumulate various contaminants, especially metals (Gottofrey & Tjälve, 1991; Tjälve et al., 1986). Metal contaminants, especially Cu, have been shown to cause apoptosis of olfactory epithelial cells (Julliard et al., 1996). Decreased sense of taste could have serious implications for many demersal fish species that mainly use chemical cues to find food, or need such cues for appropriate reproductive behaviour.
4.3.4 Visceral organs

4.3.4.1 Liver

The liver is the main organ for the detoxification of xenobiotics and several categories of hepatocellular pathology are now regarded as reliable biomarkers of toxic injury and representative of a biological end-point of contaminant exposure. Consequently, the liver has attracted the most attention as a target organ for biological effects monitoring programmes in both Europe and the USA (Pierce et al., 1978; Bucke & Feist, 1984, 1993; Bucke et al., 1984; Malins et al., 1984; Murchelano & Wolke, 1985; Rhodes et al., 1987; Kranz & Dethlefsen, 1990; Myers et al., 1990, 1992, 1994, 1998a,b; Murchelano & Wolke, 1991; Vethaak et al., 1992; Bucke, 1993; Moore & Stegeman, 1994; Vethaak & Jol, 1996; Vethaak & Wester, 1996). Of particular importance, several fish species exhibit the presence of macroscopic liver nodules or tumours that are easily visible and can be recorded in the field. Guidelines for the sampling and recording of these and other external diseases have been published by ICES (1996) and detailed recommendations on the diagnosis and reporting of histological liver lesions have been the subject of an ICES Special Meeting (ICES, 1997).

There is relatively little data on toxicopathic hepatic lesions of non-flatfish species from European coastal waters (Kranz & Peters, 1985) but there is a wealth of information on non-flatfish species from North American and Canadian waters (Smith et al., 1979; Solangi & Overstreet, 1982; Khan & Kicenuik, 1984; Malins et al., 1984; Stoker et al., 1985; Baumann et al., 1987, 1991; Hayes et al., 1990; Vogelbein et al., 1990; Spies et al., 1996; Stehr et al., 1998). However, most attention has been given to the occurrence of toxicopathic lesions, including neoplasms in marine and estuarine flatfish. The diagnostic criteria for the description of the histological features of these lesions have largely been derived and adapted from models developed from mammalian studies (Frith & Ward, 1980; Bannasch, 1986). The currently accepted system has been verified by a number of studies investigating the development of hepatic neoplasia in several fish species (for example Hinton et al., 1988; Köhler, 1990a,b; Vethaak et al., 1996; Moore et al., 1997; Stehr et al., 1998).

Hepatic lesions in flatfish have generally been categorised into several distinct groups (Myers et al., 1987) and it has been possible to rank them according to their relative importance as indicators of contaminant exposure. Of most importance are those that have been recognised in experimental hepatocarcinogenesis studies. This group includes:

- Unique degenerative lesions including hydropic degeneration of biliary epithelial cells and hepatocellular and nuclear polymorphism
- Foci of cellular alteration (FCA), including basophilic, eosinophilic, clear cell and vacuolated foci recognisable by their staining reaction with haematoxylin and eosin technique
- Benign neoplasms, including hepatocellular adenoma, cholangioma arising from the bile ducts and hemangioma arising from blood vessels and capillaries in particular
- Malignant neoplasms, including hepatocellular carcinoma cholangiocarcinoma and hemangiosarcoma.

A second group of lesions includes certain non-neoplastic proliferative lesions (hepatocellular regeneration, bile duct hyperplasia and hepatic fibrosis) as well as general or
non-specific degenerative lesions including focal or diffuse cellular necrosis, the presence of hyaline inclusion bodies and increased apoptosis. Finally, a third group of lesions comprises storage conditions and inflammatory changes. This final group is regarded as the least significant in terms of relevance as indicators of contaminant exposure, and provides more information on the general health status and condition of the fish. There are some indications that macrophage aggregates in liver relate to environmental contamination, specifically BKME from pulp and paper mills (Couillard & Hodson, 1996).

Without doubt, analysis of gross and microscopic liver lesions provides a sensitive technique for the evaluation of contaminant exposure. Ultrastructural changes including abnormalities of the lysosomal system and endoplasmic reticulum as well as proliferation of peroxisomes also appear to be good indicators of contaminant exposure (Köhler, 1990a; Braunbeck & Vökl, 1991; Köhler et al., 1992). However, the presence of liver pathology can only provide evidence of previous exposure. The development of lesions may take months (or years) depending on factors as yet not fully understood. It is therefore important to collect age data from individuals exhibiting gross hepatic lesions, from those sampled for routine histopathological analysis and also from subsets of the population sampled. This data is essential in order to determine relationships between the occurrence of different lesion categories in the same species and of the age distribution of fish exhibiting toxicopathic lesions in the general population. There is also a continuing research need for the development of more sensitive techniques to detect changes in the enzyme activities and of DNA damage in hepatocytes as well as ultrastructural changes (Myers et al., 1998a; Winzer & Köhler, 1998). The application of these techniques in conjunction with histopathological analyses is important in order to determine the relationships between the expression of marker enzymes, adduct formation and the presence of microscopic and gross lesions. However, it must be noted that these relationships may differ between fish species (Husøy et al., 1996).

4.3.4.2 Spleen

This organ is of major importance in haematopoiesis and antigen trapping. Macrophages remove particulate material from the ellipsoids to the melanomacrophage centres (MMC). Several workers have advocated the use of these structures as biomarkers for exposure to xenobiotics (Bucke et al., 1984; Kranz, 1989; Bucke et al., 1992; Khan et al., 1994; Khan, 1995). It is well recognised that MMCs vary both in number and size between fish species and individuals within a species. In general terms, they may at best provide an overall assessment of general health status based on the current state of knowledge (Wolke et al., 1981; Blazer et al., 1987; Wolke, 1992). However, the very fact that MMCs can be formed relatively rapidly following a wide variety of environmental and biological insults can be of benefit for the detection of adverse environmental change (Bucke & Dixon, 1992). In addition, the function of MMCs as storage units for unwanted materials which have not been excreted by other means can be exploited for the assessment of contamination by heavy metals since these become trapped in these centres. X-ray microanalysis can be used for the specific localisation and quantification of such deposits (Pulsford et al., 1992). Histological and ultrastructural indicators of contaminant exposure are also well expressed in the splenic tissues. Spazier et al. (1992) provided clear evidence of ultrastructural pathology in
the spleen of eels (Anguilla anguilla), exposed to a chemical spill in the river Rhine. Principal alterations included loss of cell surface structures such as pseudopodia and organelle damage, including mitochondrial swelling and increased numbers of secondary lysosomes containing membranous material, presumably representing degraded organelles. There are few studies that link spleen pathologies to exposure to xenobiotics.

4.3.4.3 Kidney

The major lesion categories of particular importance in the present context affect the excretory elements. Hydropic vacuolation, presence of proteinaceous droplets and necrosis of the tubule epithelia have all been recognised in fish exposed to hydrocarbons (Haensly et al., 1982; Spies et al., 1996). In addition, pathological changes of the glomerulus were reported, including dilation of Bowman’s space, hypercellularity and fibrosis of the glomerular tuft and basement membrane thickening. As in the spleen, MMCs are prominent structures in the kidney and increased numbers may be used as non-specific indicators of stress.

Renal lesions by themselves can provide evidence of toxic insult but it is in combination with the observation of pathological change in other organs that they give stronger clues of xenobiotic impact (Rhodes et al., 1987). The evaluation of other organs is important since different fish species respond in different ways and exhibit varied susceptibility in the induction of tissue and organ pathology.

4.3.5 Skeletal muscle

Skeletal muscle has been little studied with respect to contaminant exposure. The main pathological change is degeneration and necrosis of the myofibrils (Haensley et al., 1982; Khan & Kicenuik, 1984). Clearly, significant damage to the musculature will adversely affect the performance of the fish for feeding, spawning migrations and predator avoidance.

4.3.6 The skeleton

The skeletal development of fish has been shown to be sensitive to contaminant exposure. Some studies have shown effects from metal exposure (Bengtsson et al., 1975, 1988) and from exposure to effluents from pulp and paper mills in the Baltic (Bengtsson, 1991; Lindesjöö et al., 1994). The effects are thought to be caused by perturbation of Ca-metabolism and calcification processes. It is not clear what the ecological significance is, although at least some effects cannot be altogether deleterious as adult specimens with skeleton abnormalities have been collected in the wild.

4.3.7 Endocrine organs

Among the most important of the endocrine organs are the pituitary, thyroid, adrenals (interrenal and suprarenals), Corpus of Stannius and the endocrine pancreas. In each of these organs necrosis, hypertrophy and hyperplasia have been reported (Gardner, 1975). In addition, degranulation of pituitary cells has also been observed in eels exposed to DDT
(Ball & Baker, 1969). Although there is a dearth of information on the pathology of endocrine organs, the utility of using the pituitary in particular as a biomarker for contaminant effects has been proposed (Couch, 1984). Despite practical difficulties in examining this organ, its importance as a central controlling organ suggests that more effort should be given to determine whether significant pathological changes in endocrine organs occur in wild fish populations exposed to xenobiotics.

4.3.8 Nervous tissue

Pathology of the brain and spinal cord caused by xenobiotics has been little studied (Meyers & Hendricks, 1982). Expected lesions would include hyperaemia, cellular hyperplasia, necrosis and possibly hydropic vacuolation of nerve tissue cells. Investigations including the pituitary would provide the opportunity to study the brain and spinal cord.

4.3.9 Gastro-intestinal tract

The gastro-intestinal tract is one of the main routes for the uptake of xenobiotics. The principal lesion type reported is hydropic degeneration of the digestive gland (Haensly et al., 1982). Other pathological changes that might be expected include proliferation of mucous cells, hyperaemia, atrophy and metaplasia. Some studies have indicated that high levels of some metals in diet may cause increased apoptosis of intestinal cells (Berntssen et al., 1999). However, based on current information, tissues of the gastro-intestinal tract do not seem to exhibit lesions which may be of value for biological effects monitoring.

4.3.10 Gonads

Pathology of the testis and ovary relating to endocrine disrupters is considered in Chapter 5. Little data is available on the pathological effects of xenobiotics on these organs and some studies were unable to detect specific histopathological changes after contaminant exposure. However, disturbances in the pattern of ovarian follicle development (including atresia), and inflammation were noted in some studies (Stott et al., 1983; Johnson et al., 1988; Spies et al., 1996). However, Khan & Kiceniuk (1984) demonstrated that in cod Gadus morhua chronically exposed to crude oil, the synchronous development of the testis was disturbed and that multinucleate giant cells, thought to be involved in the removal of cellular debris, were present prematurely in the seminiferous tubules. The application of a suite of immunohistochemical techniques may provide valuable evidence of damage in exposed fish. In particular, development of techniques to evaluate the viability of developing sperm and oocytes will be required to ascertain reproductive potential.

Lesions affecting the gonad clearly have the potential to affect reproductive success in individuals. Overall recruitment to the population could be reduced if sufficient numbers of fish are affected.

4.3.11 Eyes

Little data is available on toxicopathic lesions in the teleost eye. Enlargement and softening of the lens and haemorrhaging of the anterior chamber have been reported. Hargis and
Zwerner (1990) described the occurrence of lens cataracts in sciaenid fish from the Elizabeth River, Virginia, USA, and in fish exposed experimentally to the polynuclear aromatic hydrocarbon (PAH) contaminated Elizabeth River sediments. Ocular lesions do not appear to be common in marine or estuarine fish species inhabiting contaminated sites, although Payne et al. (1978) reported degeneration of lens fibres in cunner (Tautogolabrus adspersus) exposed to petroleum, and similar changes have been noted in experiments using rainbow trout (Hawkes, 1977).

4.4 Larval and embryological development

The larvae of most, and the eggs of some, marine fish species are planktonic and will thus be exposed to xenobiotics in the water or the surface microlayer (Hardy et al., 1987). There are observations of aberrations in larval development of commercial fish species from both European and American coastal waters (see reviews by von Westernhagen et al., 1988; Longwell et al., 1992; Dethlefsen et al., 1996).

Fish larvae may be exposed to xenobiotics while still in the egg, through water after hatching, from yolk or from food consumed during larval development. In addition, mutagenic effects in eggs could also be expressed during larval development. In studies from the North Sea there are indications that xenobiotic exposure through yolk may be at least part of the reason for the observed effects (von Westernhagen et al., 1987, 1989). Larval aberrations may also derive from natural factors, however, including poor quality of eggs, low food reserves in the embryo, and predation, as well as hostile environmental conditions such as physical disturbance, low dissolved oxygen and variable salinity (see Rosenthal & Alderdice (1976), Wiegand et al. (1989) and Purcell et al. (1990)). Observations from the North Sea suggest that higher water temperature may increase the number of deformed larvae (Dethlefsen et al., 1996). In addition, it is known that survival of larvae (and presumably development) will be affected by food availability immediately after the yolk sac stage.

There are two established situations of high larval mortality: the M74 syndrome in the Baltic and the EMS syndrome in the North American Great Lakes. In both syndromes, xenobiotics may contribute to reduced larval survival, but no clear link has been established (see section 4.6).

4.4.1 Early development in fish

Fish eggs have a large amount of yolk and a protective membrane, the chorion, which is composed of a polysaccharide and proteinaceous material. The chorion becomes completely toughened after fertilisation and acts as a physical and possibly a chemical barrier to the influx of chemicals (Tesoriero, 1977). After fertilisation the cytoplasm of the egg cell becomes segregated from the yolk and forms a blastodisc. The blastodisc further subdivides during cleavage to form the blastoderm, which later forms the body of the fish embryo. Towards the end of cleavage the blastomeres spread, which is followed by the process of epiboly, during which the primary germ layers of the embryo are established and the embryonic axis is defined. As a result of cell movements the embryonic shield develops, within which the primary organs of the embryo are formed including the neural tube, the
notochord and the somites. In general, most mature fish are highly fecund, and embryo and larval survival is naturally low (<5%). The embryo larval stage lasts for several weeks in most fish species.

4.4.2 Methods

Most commonly, pelagic eggs or larvae are collected in plankton nets in surface waters by trawling at low speed. Such larvae will have undergone a ‘natural’ exposure. Alternatively, ripe male and female of the species in question can be collected and brought to spawn onboard ship or in the laboratory. Eggs or embryos may then be exposed or allowed to develop with no post-fertilisation exposure. A second alternative is to use eggs from hatcheries in the afflicted areas, as is done in studies of the M74 syndrome. Eggs from some fish species, e.g. salmonids and gadids, are sufficiently large to allow microinjection of contaminants following fertilisation. Various methods can be used to assess effects on embryos or larvae. The simplest is to assess hatching success, which needs a low-magnification binocular microscope. Larval aberrations can be scored using a similar binocular microscope. In some studies, biochemical and cytological techniques have been used to assess specific processes in the larvae, e.g. metallothionein (George et al., 1996) or cytochrome P4501A activity (Goksøyr et al., 1991).

4.4.3 Mechanisms

The observed larval deformities within a fish species are surprisingly similar whether the effect is due to natural factors such as temperature or xenobiotics. Weis and Weis (1991) identified four categories for developmental abnormalities in fish larvae: effects on morphogenetic movements, tissue interactions, growth and degeneration. For most purposes, it is not really necessary to distinguish between different categories as they all will result in developmental aberration. In addition to those four categories, sex differentiation is a highly relevant parameter. Sex differentiation can be affected by exposure of larvae to oestrogens or androgens during a specific period of development.

From the above, it will be apparent that a large number of xenobiotics released into the aquatic environment can interfere with larvae development. The skeletal, circulatory and optical systems and rates of development to specific stages appear to be very sensitive. Rosenthal and Alderdice (1976) concluded that the most sensitive stages would be the gonadal tissue, the early embryo, and the stage of larval transition between endogenous and exogenous food sources.

The precise details of the mechanisms by which contaminants influence the developing embryo or larvae are not known. This is compounded by the fact that there appears to be a total similarity in morphological defects observed for embryos exposed to the major classes of contaminants (i.e. heavy metals, chlorinated hydrocarbons, petroleum hydrocarbons). The reviews by Rosenthal and Alderdice (1976), von Westernhagen (1988) and Weis and Weis (1989) clearly show that notochord abnormalities, crano-facial defects, brain and eye defects, cardiovascular defects and spinal abnormalities may be induced in developing embryos exposed to a variety of contaminants. This led Rosenthal and Alderdice (1976) to suggest that an embryo responds to toxic insults with a generalised ‘stress’ response. This
may be clearly seen in the study by Bodammer (1993): the initial treatment of the egg and continued exposure of the embryo to cadmium can:

1. Modify the permeability of the egg membrane prior to and after fertilisation
2. Disrupt gastrulation and axiation during the mid to later stages of embryogenesis
3. Retard the growth, development, and organogenesis
4. Reduce embryonic heart rate
5. Reduce or modify embryo motility
6. Decrease the activity of several biosynthetic enzymes in late-stage embryos
7. Disrupt normal osteogenesis, resulting in skeletal abnormalities
8. Reduce yolk-sac size via osmotic effects on perivitelline fluid, resulting from cadmium affected membranes
9. Result in premature or delayed hatching.

A further important and complicating factor, which must also be considered, is the possibility of stage-dependent sensitivity to contaminants (Marty et al., 1990).

4.4.4 Experimental studies

Embryos and larvae may be used in screening tests for aquatic toxicity testing to derive maximum acceptable toxicant concentrations. The most common end-points are hatching success, early larval survival and growth (Dave & Xiu, 1991; Hutchinson et al., 1994; Matta et al., 1997). Other studies include observations on the occurrence of developmental abnormalities in embryos and larvae (Call et al., 1985; Henry et al., 1997; Olivieri & Cooper, 1997) or larval behaviour (Olivieri & Cooper, 1997). It is generally accepted that embryos and larvae are very sensitive to contaminants and as a result whole life cycle toxicity tests have often been replaced by early life-stage tests. Much of the data that has been reported in the literature was derived from experiments carried out on embryos exposed after fertilisation for short time periods to environmentally unrealistic concentrations of contaminants. As noted above, embryos in the natural environment could be affected by xenobiotics in at least four additional ways, through genetic damage, via the yolk synthesised during oogenesis by exposed females, during the brief period between the shedding of the gametes and formation of the chorion and through feeding. For organic contaminants there is a high correlation between maternal transfer during oogenesis and the lipid content of the egg (Nimi, 1983). There are few studies of the impact of contaminants on gametes prior to fertilisation. There are some examples, however: reduced sperm motility was observed in trout after exposure to Hg (McIntyre, 1973) and there was reduced hatch in trout eggs when sperm from male trout exposed to Hg were used to fertilise the eggs (Birge et al., 1979).

4.4.5 Field studies

In addition to the embryo abnormalities identified in field studies by Perry et al. (1999), Cameron et al. (1992, 1996) and Cameron & von Westerhagen (1997) (see Chapter 3, section 3.3.10.5), early life mortality have been observed in Baltic salmon and in fish from the
Great Lakes. In the Baltic Sea it has also been indicated that sea trout may be affected (Landergren et al., 1999). Also, downstream of pulp mills impaired larvae development has been indicated (Sandström, 1994).

There are few examples in the literature on field-related effects of contaminants causing larval abnormalities and poor recruitment. However, the examples that do exist provide convincing evidence that this is an important area for further investigation. Longwell & Hughes (1981) studying the mackerel (*Scomber scombrus*) in the New York Bight, showed significantly lower egg viability in highly impacted Bight areas (disposal sites) than in areas offshore and that the health of the embryos correlated with contaminant concentrations. Several investigators have worked on the sea surface microlayer (Cross et al., 1987; Hardy et al., 1987; Kocan et al., 1987). These studies have demonstrated that sea surface waters from contaminated areas produce significantly higher morphological or chromosome abnormalities than waters from control areas.

### 4.4.6 Links between cellular effects and larval development

While there are few studies that link processes in the larvae themselves to increased level of aberrations, there are some studies that suggest cellular processes in the female affect the offspring. In one study, Monosson *et al.*, (1994) found that larval survival was affected by PCB exposure, possibly through disruption of gonadal maturation. The treatment did not affect plasma levels of sex steroid hormones or yolk precursor protein, vitellogenin. Black *et al.* (1998) found that embryo and larval survival was inversely related to hepatic cytochrome P4501A activity in female *Fundulus heteroclitus* exposed to PCB under field conditions. While cytochrome P4501A activity in the larvae themselves have been found to relate to PAH exposure (Goksøyr *et al.*, 1991), no clear link has been observed between such induction and survival of the larvae (Serigstad, pers.comm.).

### 4.5 Case studies

While there are numerous observations of how xenobiotics affect fish health, there are only a few cases in which an attempt has been made to link such effects to population or community impacts. Such knowledge would only become available following a major effort over many years. Relevant studies include monitoring of pulp mill effluents in Sweden and Canada, of metals from mining activities in Canada (Munkttrick *et al.*, 1991), of PAHs in Puget Sound, USA (Collier *et al.*, 1992; Landahl *et al.*, 1997; Myers *et al.*, 1998b), and the work on EMS (early mortality syndrome) and the M74 syndrome in the Great Lakes and the Baltic, respectively. Below, a brief review is given for two cases, one concerning the effects of pulp mill effluents on fish health and fish populations, the other concerning the M74 syndrome. The two cases represent different viewpoints; whereas there is a clear link between contaminant stressors and the observed effects for pulp mills, it is still not clear whether xenobiotics play a role in the development of the M74 syndrome. Common to both is the clear impact on fish populations and the link from health effects to population impacts.
4.5.1 Pulp mill effluent

Biological investigations have revealed many disturbances in the fish community and on the health status of fish in the receiving water of pulp mills effluents. Below is summarised the important work performed in receiving waters of pulp mills along the Swedish east coast (Baltic Sea and Gulf of Bothnia) (Andersson et al., 1987, 1988; Bengtsson et al., 1988; Härdig et al., 1988; Karås et al., 1991; Lindesjöö & Thulin, 1992, 1994; Balk et al., 1993; Lindesjöö et al., 1994; Förlin et al., 1995; Sandström, 1995; Sandström et al., 1997; Larsson et al., 2003).

The main strategy used in the studies of adverse effects of pulp mill effluents was to use biochemical, physiological and morphological biomarkers covering effects on different levels of biological organisation from cell to individual, to detect disturbances at an early stage in selected stationary species (Larsson et al., 1985; Förlin et al., 1986; Haux & Förlin, 1988; Adams et al., 1989). To strengthen the cause and effects relationship, controlled laboratory exposure experiments were run in parallel to field studies. From the controlled exposure experiments a map of typical responses caused by pulp mill effluents was established. The same parameters were then studied in a discharge gradient. Where possible, the results were compared to observed effects in investigations on ecological end-points like growth, and abundance of fry and adults, reproductive capacity, recruitment and community structure.

The usefulness of biochemical and physiological variables as health indicators in fish exposed to pulp mill effluents was thoroughly tested in Sweden within the research project Environment/Cellulose. The studies included both long-term laboratory investigations and monitoring in the receiving waters of different pulp mills. The main field studies performed in perch from the receiving waters of the Norrsundet pulp mill in 1984/1985 revealed significant effects on several fundamental biochemical and physiological functions (Andersson et al., 1988). Typical symptoms were reduced gonad growth, liver enlargement and very strong induction of hepatic ethoxyresorufin-O-deethylase (EROD) activity. Furthermore, elevated levels of ascorbic acid in the liver and abnormal carbohydrate metabolism pointed towards pronounced metabolic disorders. Marked effects on the white blood cell (WBC) patterns indicated a suppressed immune defence. In addition, the exposed fish showed a stimulated red blood cell (RBC) production and a disturbed ion balance. The toxic effects were dose-dependent, with the most pronounced effects at the two innermost capture sites (2 and 4.5 km; degree of waste water dilution 166 and 330 times, respectively), but many serious disturbances (for example EROD induction, reduced gonad growth, and altered red and white blood cell pattern) could be detected also in perch caught 8–10 km from the pulp mill (degree of waste water dilution >1100 times).

Parallel morphological investigations in the same area showed increased prevalence of fin erosion (Lindesjöö & Thulin, 1994) and skeletal deformities including deformation of jaw bones (Lindesjöö & Thulin, 1992) and abnormalities of gill cover bone (Lindesjöö et al., 1994). In addition, parallel ecological studies in the same area showed delayed sexual maturity and inhibited gonad growth, markedly impaired fish fry production, growth disturbances, increased mortality and low abundance of perch as well as other species of fish (Neuman & Karås, 1988; Sandström & Thoresson, 1988; Sandström et al., 1988; Karås...
et al., 1991). This wide approach generated effect data in fish from subcellular to community levels.

Biomarker studies later during the 1980s on perch outside other Swedish pulp mills showed effect patterns which to a great extent were similar to those found in perch in the receiving water of Norrsundet (Andersson et al., 1988; Förlin et al., 1991, 1995; Balk et al., 1993). In addition, many of the same responses were subsequently observed at a number of North American pulp mills (Hodson et al., 1992; Munkittrick et al., 1992; Servos et al., 1992). These studies seem to indicate that effluents from conventional pulp production process with chlorine bleaching, but usually without secondary treatment, caused several disturbances which affected the health status and possibly also the reproduction and survival of the fish in the receiving water.

Since the mid-1980s, a rapid development and introduction of new techniques for bleaching of kraft pulp (elemental chlorine free, ECF; total chlorine free, TCF, respectively) in combination with other alterations in several other process changes and cleaning measures in the production of pulp, have also led to a considerable decrease of chlorinated organic and other materials discharge from Swedish pulp mills to the receiving waters (Sandström et al., 1997). At the Norrsundet pulp mill at the Bay of Bothnia, the successive modifications and introduction of new process techniques and effluent treatments started in 1983 and 1984 when the introduction of a new production line, oxygen prebleaching and new washing techniques reduced AOX (a measure of chlorinated organic materials) by more than 40% and also reduced discharge of organic materials (COD reduction about 30%). The use of chlorine was successively decreased during the following years and ceased entirely in April 1992, leading to a low AOX level in the effluents after 1993. In addition, a secondary treatment system, installed in 1992, led to the reduction of several more components.

In order to investigate if the improved discharge situation was accompanied by a positive alteration of the health status in fish, the recovery studies were performed outside the Norrsundet pulp mill in 1988, 1990, 1993, 1995 (Larsson et al., 2003) and in 1997 (Larsson et al., 2000). Compared to the situation in 1984/85, considerably lower toxic responses in fish were found at all sampling events. Both the number and degree of biomarker responses were reduced. The previously observed reduced levels in blood plasma sex steroids (van der Kraak et al., 1992) were not observed after 1990. Inhibited gonad growth was sometimes observed and together with observation of delayed sexual maturity, smaller perch embryos with higher prevalence of malformations and increased larval mortality (Sandström, 1995) suggest that the exposure from the pulp mill still had an effect on reproduction and recruitment of the perch population in water areas closest to the pulp mill.

In the earlier studies at Norrsundet, marked effects were observed on EROD activity, WBC, RBC and carbohydrate metabolism. All these variables showed a relatively rapid recovery from the pronounced responses noted in 1984/85 (Larsson et al., 2003). This reflects the positive reduction or elimination of several environmental stressors previously present in the effluents. Although the induction of EROD activity has markedly decreased, it is noteworthy that the EROD activity at all sampling occasions has shown a dose-response relationship following the pollution gradient. This suggests the pulp mill discharge to be the most likely source of EROD inducer(s). It has been suggested that retene, a rather degradable compound found in pulp mill effluents, could be a major EROD inducing compound (Fragoso et al., 1998; Ronisz & Förlin, 1998; Billard et al., 1999).
Previous studies on effects of pulp mill effluents in fish clearly indicate endocrine disrupting responses by the effluents, including reduced gonad growth, reduced sex steroid levels, reduced growth and impaired reproduction and recruitment (Andersson et al., 1988; Sandström et al., 1988; McMaster et al., 1991; van der Kraak et al., 1992; Gagnon et al., 1994; Munkittrick et al., 1994; Sandström, 1995; Sandström et al., 1997). Masculinising effects of pulp and paper mill effluents include gonopodium formation of female poecilids (Howell et al., 1980; Cody & Burtone, 1997), testicular growth and enlarged eyes in eels (Caruso et al., 1988), spawning warts in female fish (Munkittrick et al., 1999) and more male embryos in viviparous eelpout close to a pulp mill (Larsson et al., 1999). Endocrine disruption in fish near pulp mills seems not to have disappeared after introduction of chlorine free bleaching or secondary treatment. Suggested responsible candidate compounds include plant sterols and/or other compounds endogenous to the wood raw material.

The repeated fish investigations in the receiving waters at Norrsundet pulp mill clearly show that a very positive but not complete recovery has occurred as a result of the internal process modification and improved treatment of the waste water. Most individual organism effects previously observed in exposed fish have either disappeared or show a very limited response. Additionally, investigations of the fish community in the receiving water outside Norrsundet pulp mill (Sandström, 1995) showed a much improved situation except for a disturbed recruitment and reduced abundance of fish.

The remaining effects, such as delayed sexual maturity, indication of some genotoxicity, slight EROD induction, possibly reduced vitellogenin production and male biased sex ratio in the water area closest to the discharge point, suggest that the fish populations remain exposed to effluents containing substances with a toxic potential.

### 4.5.2 The M74 syndrome

The M74 syndrome is characterised by a diet-related deficiency of vitamin B1 (thiamine) in mature female salmon, eggs and fry, which shows many similarities to EMS (early mortality syndrome) in salmonids from the Great Lakes (see reviews by Bengtsson et al., 1999; Fitzsimons, 1995). The syndrome was initially observed at the beginning of the 1970s, hence the name, and has had a fluctuating impact on the recruitment of natural populations of Swedish salmon (*Salmo salar*) since then. Aspects of the M74 syndrome were addressed in a Swedish research programme, FiRe, the results of which have been summarised (Anonymous, 1999).

#### 4.5.2.1 The Baltic salmon

The salmon in the Baltic is the same species as the Atlantic salmon (*Salmo salar*), but is genetically distinct from other salmon populations in Europe. As with Atlantic salmon elsewhere, the Baltic salmon generally returns to spawn in the same river from which it was hatched. Following smoltification and migration to the Baltic, the salmon generally stays for up to 4 years before maturing and returning to spawn. It appears probable that the Baltic salmon does not migrate out of the Baltic during this period. The Baltic is a brackish-water system with a narrower selection of food-items than marine habitats. Salmon in the Baltic
appear to feed on whatever is available at the time, ranging from sprat and herring to stickleback and crustaceans. Although feeding habits differ between areas of the Baltic, the Baltic salmon appear to feed less on crustaceans than their Atlantic counterparts. The availability of specific food items is presumed to be one important factor in determining the extent of M74 in any given year.

4.5.2.2 A history of the M74 syndrome

The percentage of afflicted spawning female salmon has varied from 0 (in 1981–83) to nearly 80% (in 1993). Since spawning salmon are captured in the wild each year from salmon rivers, there is a good record of the extent of M74 since 1974. This syndrome only affects salmon that live and feed in the Baltic. Two-thirds of the Swedish salmon rivers are regulated and the appropriate habitats for salmon spawning are thus largely destroyed. To assure the conservation of river-specific genetic material, mature salmon are captured each year, stripped and the eggs fertilised artificially. The resulting fry are raised to smolts, which are then released. This practice differs from that most commonly used in Finland, where river-specific brood stock are kept continuously. Without the Swedish rearing programme using wild salmon, it is probable that even such a dramatic effect as the M74 syndrome could have gone unnoticed, at least until the salmon population of many afflicted areas had crashed beyond recovery. The M74 syndrome does not affect all salmon populations in the Baltic. Salmon in the Gulf of Riga are not afflicted.

4.5.2.3 Possible causes for M74

The symptoms of the disease occur in newly hatched yolk-sac fry during the phase when the yolk sac is resorbed before the fry start to feed. The fry initially show hyperactivity followed by loss of co-ordination, hyperpigmentation, precipitates in yolk sac apathy and exophthalmia. Death occurs usually a few days after the first external symptoms. The symptoms are female-specific; that is, the M74 affects offspring of certain females with total mortality. As indicated above, it is now well-established that the immediate cause for M74 in a fish is a lack of thiamine (vitamin B1) and female salmon have been routinely treated with thiamine since 1994. Treatment with thiamine has been shown to protect both adult and fry from M74. It is by no means entirely clear why Baltic salmon are deficient in thiamine in some years and not in others. Possible causal factors include food availability and selection, exposure to xenobiotics, infectious agents, endogenous levels of antioxidants, activity of antioxidant enzymes and low genetic diversity. Each of the factors mentioned may interact and could in its turn be affected by environmental influences such as eutrophication, acid precipitation and overfishing of salmon or other Baltic species.

In both EMS and M74 the diet appears to be an important parameter. Thiamine cannot be synthesised by higher organisms and must therefore be taken in through diet (or water) or produced by endosymbiotic microorganisms (Cooray et al., 1999). Shifts in the diet of salmonids from crustaceans and fish species low in thiaminase to thiaminase-rich fish species appear to be important factors in the development of the diseases (Fitzsimons et al., 1999; Karlsson et al., 1999). In the Baltic, different diets could also explain why some salmon populations are not affected.
The Great Lakes and the Baltic are among the most contaminated partially enclosed water systems in the world. While there does not appear to be a direct link between organohalogen residues in the tissue of spawning salmon and the development of M74, it is not possible to rule out interactions with other factors or the presence of xenobiotics not presently known (Asplund et al., 1999).

There is no evidence that M74 is related to infection of adult salmon by virus, bacteria or fungi (Cooray et al., 1999). The natural bacterial microflora of salmon intestine was able to produce vitamins and this microflora was disturbed following formalin treatment. It remains to be clarified whether bacterial symbionts in salmon intestine could synthesise thiamine and whether this ability is affected by environmental factors (Cooray et al., 1999).

There appears to be a link between the antioxidant defence system and the development of M74 in developing larvae (Lundström et al., 1999). The levels of antioxidants such as astaxanthin and carotenoids are depressed in the liver of M74 fry compared to healthy fry (Pettersson & Lignell, 1999). The pattern for enzymes involved in antioxidant responses was not as clear: catalase was depressed in 3-week old M74-fry, whereas the activities of both glutathione peroxidase and glutathione reductase were increased in M74-fry compared to healthy fry (Lundström et al., 1999). In addition to the antioxidant defence mechanisms, metabolising enzymes were depressed in M74-fry. At present, it is not known whether changes in various markers for cellular health are part of the cause for thiamine deficiency or whether they are attempts from the cell to compensate.

At the current state of knowledge, it is known that the M74 syndrome is directly caused by thiamine deficiency and that diet is important. Many components in the causal chain are still unresolved, however, including the influence of xenobiotics, the relevance of gastrointestinal symbionts and the involvement of cellular processes relating to antioxidant defence and metabolising enzymes. The outbreaks of M74 appear to have a cyclic pattern, possibly related to large-scale changes in the Baltic ecosystem. Co-ordinated studies are required to resolve the mechanisms behind the outbreak of M74. An integrated approach is required including studies at molecular level to the ecosystem level.

4.6 Conclusions

While there can be no doubt that a compromised immune system is detrimental to the individual, there are no clear links to effects on populations. Research is needed on links between changes in cellular markers, immune parameters and pathological changes. Such links can only be made through chronic mesocosm or possibly field studies in which a broad selection of markers is analysed at regular time intervals.

There is a large volume of studies concerning the effects of xenobiotics on the normal function of fish tissues. In laboratory studies, there is well-documented evidence that xenobiotics accumulate in specific tissues. By far the largest amount of information is available for the liver, but these results are possibly also the ones most difficult to interpret in terms of health or survival. However, in contrast to other sections of this chapter, there is some knowledge of links between cellular processes and observed physiological aberrations in the liver.
While there are more or less clear links between xenobiotic exposure and some pathological effects, e.g. PAHs leading to neoplasms or cancers of the liver, there is surprisingly limited knowledge of the extent to which contaminants cause pathological changes in fish tissues. More effort should be put into clarifying effects on some organs that appear to be particularly sensitive to contaminants, e.g. olfactory epithelium, gills and nervous tissue. Disruption to the functioning of each of these tissues may have significant impacts on the fish at a physiological level (see Chapter 3) and consequently on the future survival of populations.

Perhaps one of the most important levels of organisation in which to determine pathological effects is in relation to larval aberrations. It is here that immediate impacts on a population would be likely to be determined. However, it is not possible at present to link larval aberrations to population effects. Two views prevail: one view argues that mortality of fish larvae is so high normally that it probably does not matter if a few more die as a result of pollution insult. However, it could be argued that an increased toll of a few percent would have dramatic consequences for the relevant stocks. The importance of such effects will obviously vary between species. In addition, until recently it has also not been clear how or whether a changed sex ratio would affect marine fish populations (see Chapter 7).
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Chapter 5

Molecular/Cellular Processes and the Impact on Reproduction

A. Goksøyr, A. Arukwe, J. Larsson, M.P. Cajaraville, L. Hauser, B.M. Nilsen, D. Lowe and P. Matthiessen

5.1 Endocrine disruption

5.1.1 General aspects

The terms environmental oestrogens, endocrine disrupters, endocrine modulators, ecoestrogens, environmental hormones, xenoestrogens, hormone-related toxicants, and phytoestrogens all have one thing in common: they describe synthetic chemicals and natural plant or animal compounds that may affect the endocrine system (the biochemical messengers or communication systems of glands, hormones and cellular receptors that control the body’s internal functions) of various organisms. Many of the effects caused by these substances have been associated with developmental, reproductive and other health problems in wildlife and laboratory animals. There is also some evidence suggesting that these compounds may be affecting humans in similar ways (Toppari et al., 1996).

The exact mode of action of all endocrine disrupters is not fully understood, but it is known that these compounds can alter hormonal functions by several means (Fig. 5.1a,b). They can:

(1) Mimic or partly mimic the natural hormones by binding to hormone receptors or influencing cell signalling pathways
(2) Block, prevent and alter hormonal binding to hormone receptors or influencing cell signalling pathways
(3) Alter the production and breakdown of natural hormones
(4) Modify the production and function of hormone receptors (see Colborn & Clement, 1992).

5.1.2 Oestrogenic and antioestrogenic effects

Undesired effects on reproduction of oestrogens and antioestrogens are the most widely studied examples of endocrine disruption, although they have only been recognised as a pollution problem in the aquatic environment for less than a decade (Shore et al., 1988, 1993; Purdom et al., 1994). The subject has been reviewed by Sumpter (1995), Wiese and Kelce (1997), Arukwe and Goksøyr (1998) and Matthiessen and Sumpter (1998).
5.1.2.1 Mechanisms

Oestrogenic and antioestrogenic effects in fish occur by definition via interactions of ligands with oestrogen receptor (ER) protein molecules.

In normal female fish, oestradiol hormone (17β-oestradiol, E$_2$) is produced by the ovary under the influence of pituitary-derived gonadotropin hormones (GTH I & II; also known as follicle-stimulating hormone, FSH, and luteinising hormone, LH, respectively (Fig. 5.2). The GTHs are peptide hormones synthesised by the pituitary in response to other hormones released by the hypothalamus. This organ is sensitive to environmental cues such as day length and temperature, thereby helping to synchronise the reproductive cycle with the appropriate season. E$_2$’s mode of action is to interact agonistically with ER in the liver, oviduct, testes and brain. It binds reversibly with nuclear ER protein molecule in their active
‘pocket’, forming ER dimers which in turn bind with oestrogen response elements (EREs) in the chromosomal DNA to form an initiation complex (Brown, 1994; Campbell et al., 1994; Beato et al., 1995).

These complexes subsequently promote assembly of the polymerases needed to transcribe the genes coding for the synthesis of reproductively important proteins, for example, in the liver, the phospholipoglycoprotein yolk precursor vitellogenin (VTG) (Lazier & MacKay, 1993) and the eggshell zona radiata proteins (Zrp) (Hyllner et al., 1991; Oppen-Berntsen et al., 1992). Synthesis of these proteins is followed by a cascade of events leading up to full reproductive development and receptivity. Oestrogen hormone also causes fish hepatocytes to produce more ER (Lazier & MacKay, 1993), regulates fish gonadotropin secretion by an interesting feedback loop (Querat et al., 1991) and can entirely feminise the male phenotype through exposure of fish larvae (Piferrer & Donaldson, 1989). E2 may also affect the calcium balance of fish, with consequences to scale and bone resorption, and bone formation, as observed in rainbow trout (Oncorhynchus mykiss; Persson et al., 1997).

Normal reproduction in fish can be disrupted by oestrogens and their mimics through the synthesis of abnormal numbers of oestrogen receptors during embryonic and larval development or later (Nimrod & Benson, 1997), through the stimulation of the oestrogen receptors and response elements in immature or adult females at inappropriate times, or through the stimulation of receptors and response elements in immature or adult males. In the latter case, ER and response elements are present in normal males, but generally are not

---

**Fig. 5.2 A model for vitellogenin (Vtg) and eggshell zona radiata protein (Zrp) synthesis in salmon.**

In response to photoperiodic stimuli (hv), gonadotropin I (GtH I) is secreted from the pituitary and transported in the blood to the ovary where it induces synthesis of oestradiol-17β (E2; 1), E2 is transported by the blood (2) to the liver (hepatocytes) where it induces the synthesis of Vtg and Zrp. The synthesised Vtg and Zrp are transported to the ovary for deposition/incorporation in the growing oocyte (3). Modified from Oppen-Berntsen, 1990.
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stimulated due to the almost complete absence of endogenous oestradiol. Synthesis of both zona radiata protein and vitellogenin has been observed in male fish exposed to xenoestrogens (Sumpter, 1995; Arukwe et al., 1997a), as has reduced testicular growth (Jobling et al., 1996; Christiansen et al., 1998).

True oestrogenic hormones (e.g. 17β-oestradiol, oestrone, oestriol) and their synthetic analogues (e.g. 17α-ethinylestradiol; diethylstilbestrol) are able to act as full agonists of the ER, and the latter substances may be even more potent than the natural hormones, but most oestrogenic environmental contaminants are only partial (‘weak’) agonists and are hundreds to tens of thousands of times less potent than the natural hormones. This is apparently due to the fact that they only partly resemble the three-dimensional structure of true oestrogens and therefore only fit very imperfectly into the receptor pocket. The shape of the resulting dimer will also presumably align imperfectly with EREs. In either case, relatively few oestrogen-mimicking molecules actually trigger the cascade of oestrogenic effects which normally results from oestrogenic hormone exposure, and so the overall effect is muted. Further information on the possible effects of oestrogens in the aquatic environment can be found in Stahlschmidt-Allner et al. (1997) and useful reviews of the effects of pollutants on fish reproduction and reproductive behaviour can be found in Kime (1995) and Jones and Reynolds (1997).

However, antioestrogenic environmental contaminants can act as weak antagonists at the ER, binding irreversibly with it but not producing dimers which can interact with the EREs. They thus block the action of natural oestrogenic agonists, and the more receptors which are occupied, the weaker the action of the hormone will be. An example of an oestrogen antagonist with therapeutic value is the drug tamoxifen which is used to treat or prevent breast cancer by blocking the potentiating effect of natural oestrogens.

Two different ER forms have been identified in mammals (Kuiper et al., 1996; Kuiper & Gustafsson, 1997), and possibly more forms occur in some fish species (Tchoudakova et al., 1999). A testicular ER has a higher affinity than the liver ER for oestrogens and xenoestrogens (Loomis & Thomas, 1999). Different tissues may therefore have different susceptibilities to chemical disruption.

There have been reports of some endocrine effects not mediated through ER binding and activation. For example, β-hexachlorocyclohexane (β-HCH) produced oestrogen-like responses (cell division and growth) at levels found in human breast cancer tissue (Steinmetz et al., 1996). Compounds, which do not bind ER (Coosen & van Velson, 1989; Steinmetz et al., 1996), may promote DNA transcription and thus produce oestrogenic responses, by passing signals through a highway of hormone and non-hormone response elements that turn genes on (Steinmetz et al., 1996). For example, p,p′-DDT, at or below levels found in human breast fat tissue, bypassed the oestrogen receptor and stimulated a complex mixture of cell signalling proteins (growth factor receptors) and processes that eventually led to cell division (Shen & Novak, 1997). Also, some superficially similar feminisation effects may be caused through antiandrogenic mechanisms whereby the masculinising action of testosterone or 11-ketotestosterone is blocked at the androgen receptor by androgen antagonists such as p,p′-DDE (e.g. Kelce et al., 1995; see section 5.1.3.1). These results suggest that the same chemical and/or its metabolites can influence the endocrine system in more than one way. If understood, these complex modes of action may be able to answer the questions of how different molecules impact the endocrine system and how
pollutants may induce or promote the development of some types of tumours. Although not yet studied, it is possible that these responses observed using mammalian cell systems may also occur in fish.

A complicating factor is that weak oestrogen mimics are also by their nature often able to act as weak oestrogen antagonists, some molecules reacting agonistically with the oestrogen receptor and some binding irreversibly with it. Little is known about the factors which determine the final phenotypic outcome.

5.1.2.2 Contaminants

Many oestrogenic contaminants are produced for specific purposes and are used in pesticides, plastics, electrical transformers and other products (Fig. 5.3; for review see Caldwell, 1985; Ahlborg et al., 1995). Other substances are generated as by-products

![Chemical structures](image)

Fig. 5.3 Structure of selected endocrine modulating chemicals and the natural oestrogen, oestradiol-17β. Reproduced with permission from Arukwe, 1998.
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during manufacturing or are breakdown products of some other chemical, and some, like 17α-ethinyloestradiol and diethylstilbestrol (DES), are drugs. However, natural compounds capable of producing oestrogenic responses, such as the phyto-oestrogens and myco-oestrogens which occur in a variety of plants and fungi, have also been studied in fish (Pelissero et al., 1991, 1993; Arukwe et al., 1999; Celius et al., 1999). Regardless of the source or original intended use, substantial amounts of these chemicals end up in the aquatic environment due to physico-chemical, hydrologic and atmospheric processes (Barrie et al., 1992; Guardans & Gimeno, 1994; Ayotte et al., 1995; Bjerregaard, 1996).

Many of the oestrogenic and antioestrogenic environmental contaminants that have been reported in the literature have been detected in in vitro assays of various types based on the human or rodent oestrogen receptor (e.g. naked ER assays; breast cancer cell proliferation assays such as MCF-7; yeast assays with transfected human ER genes). Some have also been detected in in vitro assays which measure VTG induction in fish hepatocytes. In both cases, some caution should be used when extrapolating to fish in vivo. Although it is known that steroid hormone structure and function have been highly conserved during the evolution of the vertebrates such that the endocrine systems of fish and mammals retain great similarity, there may still be important differences between species. Another reason to be cautious when extrapolating from in vitro tests to living fish is that most assays possess little if any metabolic competence, and will therefore miss oestrogenic effects caused by metabolites or endocrine disruption caused by interferences with steroid metabolism. Finally, the various endocrine pathways in intact animals are extremely complex and interdependent (e.g. Cyr & Eales, 1996), so effects in an in vitro assay will not necessarily be replicated in vivo, as is true for the opposite case.

These caveats should therefore be kept in mind when considering the list of environmental chemicals with suspected oestrogenic and antioestrogenic action shown in Table 5.1. A selection of the compounds referred to in Table 5.1 is described in more detail here:

- **Diethylstilbestrol (DES):** A pharmaceutical oestrogen banned from use in the 1970s.
- **Coumestrol:** A phyto-oestrogen which is a natural plant compound with some oestrogenic properties.
- **o,p′-DDT:** A synthetic pesticide constituting between 10 and 25% of technical DDT. DDT is banned in many countries but is still used extensively in equatorial countries to control mosquitoes and malaria.
- **Alkylphenols (4-nonylphenol: NP; Octylphenol: OP; etc.):** Breakdown products of detergents that are widely used in household products, in agricultural and industrial applications, and in plastics manufacturing. Nonylphenols are found in natural water bodies, sewage sludge and river sediments.
- **Kepone (chlordecone):** A synthetic pesticide banned in the USA.
- **Bisphenol A:** Bisphenol A is used in the production of epoxy resins and polycarbonate plastics. These plastics are used in many food and drink packaging applications, whilst the resins are commonly used as lacquers to coat metal products such as food cans, bottle tops and water supply pipes (ENDS, 1995). Some polymers used in dental treatment contain Bisphenol A.
- **Lindane:** Lindane is used on many crops in the UK, including cereals, cabbages, apples, pears, tomatoes and strawberries (Maynard, 1995).
<table>
<thead>
<tr>
<th>Contaminant</th>
<th>Assay system</th>
<th>Reference</th>
</tr>
</thead>
<tbody>
<tr>
<td>(A) Oestrogenic action</td>
<td></td>
<td></td>
</tr>
<tr>
<td>equol</td>
<td>Sturgeon (in vivo)</td>
<td>Pelissero et al. (1991)</td>
</tr>
<tr>
<td>Daidzein</td>
<td>Sturgeon (in vivo)</td>
<td>Pelissero et al. (1991)</td>
</tr>
<tr>
<td>genistein</td>
<td>Sturgeon (in vivo)</td>
<td>Pelissero et al. (1991)</td>
</tr>
<tr>
<td>biochanin A</td>
<td>Sturgeon (in vivo)</td>
<td>Pelissero et al. (1991)</td>
</tr>
<tr>
<td>formononetin</td>
<td>Sturgeon (in vivo)</td>
<td>Pelissero et al. (1991)</td>
</tr>
<tr>
<td>coumestrol</td>
<td>Sturgeon (in vivo)</td>
<td>Pelissero et al. (1991)</td>
</tr>
<tr>
<td>zearalenone</td>
<td>Salmon (in vivo)</td>
<td>Arukwe et al. (1999)</td>
</tr>
<tr>
<td>zearalenol</td>
<td>Salmon (in vivo)</td>
<td>Celius et al. (1999)</td>
</tr>
<tr>
<td>o,p′-DDT</td>
<td>Mosquitofish (in vivo)</td>
<td>Denison et al. (1981)</td>
</tr>
<tr>
<td>1-hydroxychlordene</td>
<td>Rainbow trout FHVSA</td>
<td>White et al. (1994)</td>
</tr>
<tr>
<td>4-tert-butylphenol</td>
<td>Rainbow trout FHVSA</td>
<td>Jobling &amp; Sumpter (1993)</td>
</tr>
<tr>
<td>4-tert-octylphenol</td>
<td>Rainbow trout FHVSA</td>
<td>Jobling &amp; Sumpter (1993)</td>
</tr>
<tr>
<td>4-tert-pentylphenol</td>
<td>Carp (in vivo)</td>
<td>Gimo et al. (1996)</td>
</tr>
<tr>
<td>4-nonylphenol</td>
<td>Rainbow trout (in vivo)</td>
<td>Jobling et al. (1996), Christiansen et al. (1998)</td>
</tr>
<tr>
<td>4-nonylphenol-diethoxylate</td>
<td>Rainbow trout FHVSA</td>
<td>Celius et al. (1999)</td>
</tr>
<tr>
<td>4-nonylphenoxy-carboxylic acid</td>
<td>Rainbow trout FHVSA</td>
<td>White et al. (1994)</td>
</tr>
<tr>
<td>3-trifluoromethyl-4-nitrophenol</td>
<td>Rainbow trout FHVSA</td>
<td>White et al. (1994)</td>
</tr>
<tr>
<td>di-n-butylphthalate</td>
<td>Rainbow trout ZR-75</td>
<td>Jobling et al. (1995)</td>
</tr>
<tr>
<td>butylbenzylphthalate</td>
<td>Rainbow trout ZR-75</td>
<td>Jobling et al. (1995)</td>
</tr>
<tr>
<td>toxaphene</td>
<td>Rainbow trout (in vivo)</td>
<td>Christiansen et al. (1998)</td>
</tr>
<tr>
<td>methoxychlor</td>
<td>Channel catfish (in vivo)</td>
<td>Schlenk et al. (1998)</td>
</tr>
<tr>
<td>ethinylestradiol</td>
<td>Rainbow trout (in vivo)</td>
<td>Jobling et al. (1996); Larsson et al. (1999); Christiansen et al. (1998)</td>
</tr>
<tr>
<td>diethylstilbestrol</td>
<td>Rainbow trout (in vivo)</td>
<td>Christiansen et al. (1998)</td>
</tr>
<tr>
<td>bisphenol A</td>
<td>Salmon (in vivo)</td>
<td>Arukwe et al. (2000)</td>
</tr>
<tr>
<td>tert-butyl-hydroxyanisole</td>
<td>Rainbow trout ZR-75</td>
<td>Scholz et al. (1997)</td>
</tr>
<tr>
<td>(B) Anti-oestrogenic action</td>
<td></td>
<td></td>
</tr>
<tr>
<td>PCBs</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Aroclor 1254</td>
<td>Rainbow trout (in vivo)</td>
<td>Chen et al. (1986)</td>
</tr>
<tr>
<td>3,3′,4,4′-TCB</td>
<td>White perch (in vivo)</td>
<td>Monosson et al. (1994)</td>
</tr>
<tr>
<td>TCDD</td>
<td>Rainbow trout (in vitro)</td>
<td>Anderson et al. (1996a)</td>
</tr>
<tr>
<td>PCDF</td>
<td>Rainbow trout (in vitro)</td>
<td>Anderson et al. (1996a)</td>
</tr>
<tr>
<td>TCDF</td>
<td>Rainbow trout (in vitro)</td>
<td>Anderson et al. (1996a)</td>
</tr>
<tr>
<td>Benzo[a]pyrene</td>
<td>Croakers (in vivo)</td>
<td>Thomas (1990); Safe (1995)</td>
</tr>
<tr>
<td>3-methylcholanthrene</td>
<td>Croakers (in vivo)</td>
<td>Thomas (1990); Safe (1995)</td>
</tr>
</tbody>
</table>

N.B. triCDF = 6-t-butyl-1,3,8-trichlorodibenzo furan
• **Atrazine**: Atrazine is the most frequently detected pesticide in UK drinking water, with 28% of drinking water samples taken in 1990 exceeding the EC limit of 0.1 μg l⁻¹ (ENDS, 1995), which is particularly worrying in view of its possible involvement in breast cancer.

• **Polychlorinated biphenyls (PCBs), polychlorinated dibenzo-p-dioxins (PCDDs) and polychlorinated dibenzofurans (PCDFs)**: PCBs have been used since 1929 in a variety of applications, including as heat transfer fluids in large transformers and as dielectric fluids in capacitors. Though their use has now ceased, they are still present in many older electrical installations. A typical PCB is made up from a mixture of congeners, each having different numbers and positions of the chlorine. PCDDs (or ‘dioxins’) and PCDFs are different from the other chemicals described here because they are not manufactured deliberately. They can be produced during incineration, paper manufacture, and in the production of chlorinated aromatics such as 2,4,5-trichlorophenol (an intermediate in the manufacture of the herbicide 2,4,5-T). Like PCBs, many congeners of PCDD exist, but one of the most studied is 2,3,7,8-tetrachlorodibenzodioxin (TCDD). It appears that the main oestrogenic effect of PCBs may be due to their hydroxylated metabolites, which are produced when the body attempts to break them down. Additionally, some PCB congeners may be antioestrogenic in fish (Anderson *et al.*, 1996a,b). Those metabolites with a para-hydroxylation on one of the rings are particularly effective at mimicking oestriadiol (McKinney & Waller, 1994), though others are also oestrogenic (Soto *et al.*, 1995). Although many PCDDs are known to be toxic and carcinogenic, PCDDs appear to be antioestrogenic (Astroff & Safe, 1990; Safe *et al.*, 1991; Safe, 1995; Safe & Krishnan, 1995).

• **Kraft pulp mill effluents**: β-sitosterol in bleached kraft mill effluent, which can be present at concentrations above 1 mg l⁻¹, has been shown to alter the reproductive status of fish, possibly through weakly oestrogenic action, although its degradation products are thought to be masculinising (xenoandrogens), and there also seems to be interference with the pituitary-gonadal axis (Howell *et al.*, 1980; Bortone & Drysdale, 1981; Bortone *et al.*, 1989; Drysdale & Bortone, 1989; Howell & Denton, 1989; van der Kraak *et al.*, 1992; Bortone & Davies, 1994; Munkittrick *et al.*, 1994; Gagnon *et al.*, 1995; MacLatchy & van der Kraak, 1995; Mellanen *et al.*, 1996; Tremblay & van der Kraak, 1999). Stigmastanol has also been implicated in these endocrine disrupting effects of pulp mill effluents.

• **Polycyclic aromatic hydrocarbons (PAHs)**: PAHs are naturally occurring hydrocarbons, but are also generated in combustion processes and smelterworks, where they constitute a major pollution problem. Some PAH compounds (e.g. benzo[a]pyrene) are strongly carcinogenic, and many are effective inducers of the CYP1A system through binding to the Ah-receptor. These compounds are also antioestrogenic, possibly through the same receptor cross-talk mechanisms as planar PCBs and PCDDs.

There appears to be little structural similarity among documented oestrogenic and/or antioestrogenic chemicals (Fig. 5.3), although enhanced oestrogenicity of para-substituted phenolic and halogenated aromatic hydrocarbons and structural rigidity has been noted (Jordan *et al.*, 1985). Since it is impossible to empirically establish the sensitivity, susceptibility and resistance of every species to each type of compound with regard to disturbances
in processes important for successful reproduction, current research approaches have assumed the concept of structure activity relationships (SARs).

The principle of SARs is an assumption that the properties and behaviour of chemicals are directly derived from their molecular structural characteristics. Basically, SARs describe the chemical and/or biological properties of a series of chemicals relative to their molecular structure and/or other physico-chemical properties (Bradbury, 1994; Kaiser, 1997). Two conceptual approaches have been used in studying SARs:

1. Correlative approaches that relate variation in molecular structure, assessed quantitatively by molecular descriptors, within a congeneric series of compounds to variance in a toxicological property
2. Pattern recognition approaches that attempt to identify common stereoelectronic characteristics among structures that elicit similar toxicological activity (Bradbury, 1995).

Both approaches require a clear definition of chemicals or biological end-points of concern, and a set of mechanistically-based assumptions regarding the process in question, in addition to the identification of a common mode of action. Despite efforts to construct quantitative structure-activity relationships (QSARs) for oestrogenic substances (see Tattersfield et al., 1997), we are not yet in a position to predict weak oestrogenic action with any confidence.

5.1.2.3 Immediate consequences

As described above, the immediate consequences of xenoestrogen exposure in juvenile or adult male fish, or in females outside the breeding season, are to induce the inappropriate synthesis inter alia of zona radiata protein and vitellogenin. In particular, induction of male vitellogenesis seems to be widespread in the aquatic environment near sewage and industrial discharges, at least in Europe, the USA and Japan (Folmar et al., 1996; Harries et al., 1996, 1997; Lye et al., 1997; Allen et al., 1999a,b; Larsson et al., 1999; Hashimoto et al., 2000). These substances have no function in males, while in females they may already be produced maximally.

The direct consequences of VTG and Zr synthesis in males are poorly understood, but can include reduced calcium in the scales and skeleton, liver hypertrophy, and kidney damage (Herman & Kincaid, 1988). They also represent a substantial waste of energy to the male fish, and thus their production will almost inevitably reduce their reproductive fitness. In females, the effects of xenoestrogen exposure may be less serious, although there have been reports of premature maturation in female flatfish which could be due to oestrogen exposure switching on the inappropriate production of GTH, causing unseasonably early development of the ovary (Johnson et al., 1997). Also, it has been hypothesised that unscheduled Zr synthesis in females may give oocytes with abnormal eggshells, resulting in lower egg quality or problems with hatching and survival (Arukwe & Goksøyr, 1998). Together with these changes, it is to be expected that testicular development will slow down (Fig. 5.4; Jobling et al., 1996; Harries et al., 1997; Christiansen et al., 1998). Furthermore, Nagler & Cyr (1997) have shown that male flatfish exposed to potentially oestrogenic
Effects of Pollution on Fish

Sediments have greatly reduced fertilisation success, i.e. the quality of their sperm has been impaired, perhaps through delayed or abnormal testicular development. There is no data on oestrogenic effects on sperm density, but by analogy with mammals, this effect is to be expected. Secondary sexual characteristics and body markings in males may also not develop properly, leading to abnormal or absent reproductive behaviour (Jones & Reynolds, 1997). This has been observed in cichlid fish in areas where the oestrogen-mimic endosulfan has been sprayed from the air for tsetse fly control (Douthwaite et al., 1981, 1983; Matthiessen & Logan, 1984).

Fig. 5.4 Light micrographs of the testis of male eelpout (Zoarces viviparous). The light micrographs taken from an experiment performed in June 1995 and May 1996, show the seminiferous lobules in control fish (A-C) and in nonylphenol- or oestradiol-treated fish (D-G). The seminiferous lobules were filled with spermatozoa (and/or late spermatozoa) and the testis showed a reduction in mass (D). The sertoli cells lining the seminiferous lobule walls were very squamous (E). A: Longitudinal section (Control, June); B: Transverse section (Control, June); C: Transverse section (Control, May); D: Longitudinal section (nonylphenol 100 μg g⁻¹, June); E: Transverse section (nonylphenol 100 μg g⁻¹, May); F: Transverse section (nonylphenol 100 μg g⁻¹, May); G: Transverse section (estradiol, May). cy: spermatocysts; sp: spermatozoa; sg: spermatogonium; Se: sertoli cell; sc: spermatocytes. Arrowheads in B indicate possible secretory material from sertoli cells. Reprinted from Christiansen et al., 1998 with permission from The Company of Biologists Ltd.
As shown by Piferrer and Donaldson (1989), exposure of male fish larvae to oestrogenic hormones during the sensitive part of gonadal development can completely feminise the phenotype. This results in apparently normal females although they remain genetically male. It was reported by Jobling et al. (1996) that exposure of rainbow trout to four different alkylphenolic chemicals that induced Vtg synthesis, at the same time inhibited testicular growth. In a three-month exposure study using medaka (Oryzias latipes) and β-HCH, Wester and Canton (1986) observed the development of testis-ova in males and induced vitellogenesis in either sex, demonstrating oestrogenic effects of this compound.

A similar response was observed when medaka was exposed to NP in a more recent study (Fig. 5.5; Gray & Metcalfe, 1997). In a study using juvenile salmon and di(2-ethylhexyl)phthalate, phenotypic feminisation was observed without concurrent Vtg induction (Norrgren et al., 1999), suggesting that this compound’s action may not be via the oestrogen receptor.

Larval carp (Cyprinus carpio) exposed to 4-tert-pentylphenol (TPP) and E2 for 60 days showed the development of oviduct in almost all male carp, in addition to reduction in the number of primordial germ cells (PGCs) in fish gonads at day 40 post-exposure (Gimeno et al., 1996).

Most studies of endocrine disrupting chemicals (EDCs) have focused on their activational modifications on adult model systems. Usually, activational effects occur as transitory actions during adulthood (Phoenix et al., 1959). Another event occurring early in an individual’s lifetime that induces permanent effects is referred to as an organisational effect and has received little attention. Both organisation and activation have been useful concepts in explaining the role of hormones in the differentiation of vertebrate sexual dimorphism, be
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it morphological, physiological or behavioural (Arnold & Breedlove, 1985; Guillette et al., 1995).

For example, male specific hormones (androgens) can organise embryos by stimulating the development of the male reproductive duct systems and external genitals in mammals (see section 5.1.3). Androgens can also activate growth and secretory activity of glands associated with the male reproductive tract. Given the pivotal role played by hormones in sexual development and reproduction, it is obvious that the organisational and activational concepts are also central to the role of environmental EDCs.

If the complete environmental impact of EDCs is to be assessed, their organisational and reorganisational effects on embryos should be a major concern. In this respect, it is important to note that many organisational modifications do not become apparent until later in life.

The immediate consequences of exposure of fish to oestrogens and their mimics may thus be profound, altering the overt sexuality of the animal in many ways and thereby damaging its ability to reproduce normally.

5.1.3 Androgenic and antiandrogenic effects

Androgens are a group of hormones or compounds that primarily influence the growth and development of the male reproductive system, while an antiandrogen is a drug or compound that blocks the activity of an androgen hormone. The main androgen hormone in fish is 11-ketotestosterone. The major actions of androgens include:

1. Regulation of gonadotropin releasing hormone (GnRH) pulse generator
2. Spermatogenesis
3. Expression of normal male behavioural patterns (however, in fish it is not clear which role oestradiol and dihydrotestosterone (DHT, the active form of testosterone in mammals) play in this regard)
4. Normal function of male accessory sex gland
5. Other non-reproductive effects including immune function, bone metabolism and muscle development (especially in mammals).

A biomarker of androgenic action in fish is being developed under the UK research programme known as EDMAR (Endocrine Disruption in the Marine Environment (see DEFRA, 2002), using the euryhaline stickleback, Gasterosteus aculeatus, in which the males build a tubular nest of plant matter which they glue together with a protein (spiggin – named after the Swedish word for stickleback, spigg) secreted by the kidneys and stored in the urinary bladder. It is known that the production of spiggin is under the control of the androgenic hormone 11-ketotestosterone (Jakobsson et al., 1999), and can be induced in females through exposure to exogenous androgens, in an analogous way to the induction of vitellogenin in male fish through oestrogen exposure. The effect, along with increased tubular epithelial height, has been reported in 11-ketotestosterone exposed sticklebacks, but its environmental significance has not been established yet (see section 5.1.5). As yet unpublished preliminary data from the UK (P. Matthiessen, pers. comm., 2001) shows that some estuarine sewage discharges contain measurable amounts of natural androgens, but that these have only small effects on spiggin levels in caged female sticklebacks.
5.1.3.1 Mechanisms

The mechanisms of action of environmental androgens are not well understood however; as discussed section 5.1.1 (see Fig. 5.1a,b), chemical compounds that function as androgens, mimic or partly mimic the natural androgens (the male sex hormone) by binding to androgen receptors (AR) and influencing cell signalling pathways. Alternatively, they can block, prevent and alter androgen binding to AR and interfere with cell signalling pathways. Chemicals that block or antagonise androgens are labelled antiandrogens. As with ER, two distinct nuclear AR forms have been identified in fish tissues (Sperry & Thomas, 1999), showing different affinity for xenobiotic antiandrogens.

5.1.3.2 Contaminants

The limited available data on the discharge of androgen agonists in sewage to the aquatic environment suggests that these largely consist of natural androgenic steroids related to testosterone (P. Matthiessen, pers. comm., 2001). However, it is important to note that some masculinising effects in the environment, e.g. TBT-induced imposex in molluscs, are caused most probably by an effect on hormone synthesis (aromatase inhibition) or excretion rather than by direct androgenic action (see below). Furthermore, the masculinising effects of the plant-derived substances (e.g. β-sitosterol) in pulpmill effluents appear to be due to a range of effects on the pituitary-gonadal axis, as well as some oestrogen receptor-mediated action and alterations in cholesterol availability (van der Kraak et al., 1998; Tremblay & van der Kraak, 1999).

5.1.3.3 Immediate consequences

The immediate consequences of fish exposure to environmental androgens and/or antiandrogens are not very well understood. However, several studies have reported the masculinisation of female poeciliids (mosquitofish) from streams recipient of kraft mill effluents (KME) (Howell et al., 1980; Bortone et al., 1989; Drysdale & Bortone, 1989; Davis & Bortone, 1992). The masculinisation features include the development of a modified anal fin (gonopodium) on pregnant females. The development of a gonopodium was concomitant with male mating behaviours, and a hermaphroditic condition (vitellogenic oocytes and cysts of spermatids and spermatozoa). The consequences of masculinisation for individual fish is not known, since masculinisation does not continue after removal from KME and masculinised females (at early stages) gave birth to non-masculinised viable offspring in the aquaria.

Presently, there is no information on the fate of masculinised poeciliid populations subjected to continued exposures to KME androgens (Davis & Bortone, 1992). Male-biased sex ratios of embryos from the viviparous eelpout (Zoarces viviparus) have been identified in fish living in the effluent gradient from a large Swedish pulp mill (Fig. 5.6). However, the underlying mechanisms behind the overrepresentation of male embryos remain to be established (Larsson et al., 1999, 2000). Nevertheless, there is a potential danger that the observed masculinisation may represent stages of intersexuality in a progression toward hermaphroditism or sex reversal. The apparent and long-term ecological consequences may
be the eradication of the masculinised populations, since high mortality rates have been observed among masculinised fish in the laboratory (Davis & Bortone, 1992). Masculinisation has been induced experimentally using androgens, and masculinisation of mosquitofish in the laboratory is related to microbially degraded phytosterol components.

5.1.4 Effects on hormone synthesis, metabolism and regulation

5.1.4.1 Mechanisms

As mentioned above, endocrine disruption may occur through several pathways, not only by compounds mimicking natural hormones. Endocrine response pathways are very complex and involve synthesis, release and transport of signalling molecules (e.g. hormone) to target cells and interactions with cellular membrane or intracellular receptors. The formation of hormone receptor complexes results in the induction of a signalling cascade or directly interacts with specific genomic sequences and modulates gene transcription and translation, leading to an altered biochemical or physiological response. Homeostasis in cells is maintained through these complex signalling pathways, and unscheduled modulation of any of these processes can lead to development of endocrine disruption or toxicity at various levels.

The biosynthesis of steroid hormones is catalysed by a series of enzymatic steps involving a number of different steroid hydroxylases, reductases and other enzymes introducing
modifications from the parent cholesterol molecule. These steps take place in several different tissues and cell types that are all possible target cells for an endocrine disrupter.

Several EDCs may act via cross-talk between the aryl hydrocarbon receptor (AhR) and ER (Fig. 5.7). Several presumed antioestrogens (dioxins, polyaromatic hydrocarbons (PAHs), and planar polychlorinated biphenyls, PCBs) are strong AhR agonists that also are capable of inducing the cytochrome P450 1A (CYP1A) system (Chapter 2). In many ER regulated genes there are imperfect response elements for the AhR (also called xenobiotic response elements, XREs, or dioxin response elements, DREs), and studies have shown that the binding of this ligand-AhR complex may suppress oestrogen responses and thereby elicit the so-called antioestrogenic effects (see review by Safe, 1995).

Another type of apparent antioestrogenic action concerns interference with the synthesis of oestradiol from testosterone. This synthetic pathway is mediated by the enzyme aromatase which is a member of the cytochrome P450 (CYP) superfamily. Inhibition of aromatase (CYP19) leads to the build-up of testosterone and the reduced synthesis of oestradiol. Such effects can lead to masculinisation of females. For example, tributyltin causes the masculinisation of the oviduct in neogastropod molluscs known as imposex most probably by inhibiting aromatase, and other aromatase inhibitors can also cause masculinisation in female fish (see Matthiessen & Gibbs, 1998, for a review of this effect).

Since the early 1990s, it has become clear that many of the enzymes involved in the metabolism of steroids as well as other signal compounds are regulated by a series of transcription factors called nuclear receptors, of which the steroid hormone receptors are only members of a larger cast (Mangelsdorf et al., 1995; Mangelsdorf & Evans, 1995). The nuclear receptor superfamily is comprised of over 150 different proteins that share an involvement in mediating a complex array of extracellular signals into transcriptional
responses. Many, but not all, of these proteins bind directly to signalling molecules, which, because of their small lipophilic character, can easily enter the target cell. In contrast to membrane-bound receptors, the nuclear receptors are intracellular and function to control the activity of target genes directly. The ligands for these receptors are chemically diverse and include vitamin D, thyroid hormone, retinoids, prostanoids, pregnanes, fatty acids, and possibly a number of other still undiscovered compounds (hence the term ‘orphan receptor’). This opens a number of sites for endocrine disrupting contaminants to exert their effects.

While the steroid receptors function as homodimers, most of the other nuclear receptors act as heterodimers with the retinoid X receptor (RXR) (Mangelsdorf & Evans, 1995), binding to specific response elements for each heterodimer pair (hormone response elements, HREs). These receptors include the peroxisome proliferator-activated receptor (PPAR) (Issemann & Green, 1990), the liver expressed receptor (LXR), and the pregnane X receptor (PXR) (Kliewer et al., 1998), which among other genes regulate CYP4 genes, CYP7 genes, and CYP3A genes, respectively, the latter two being especially important in steroid metabolism.

Some of the receptors may be upregulated by the presence of ligand, giving a positive feedback for the hormone mimicking signal. This has been shown in fish for ER (Yadetie et al., 1999), and AhR. More receptor means more binding sites for the activating compound. It is possible that the levels of other nuclear receptors may also be regulated in a similar manner.

Another site of action for EDCs may be the plasma membrane steroid receptors. In Atlantic croaker and spotted sea trout, the maturation-inducing steroid (17,20β,21-trihydroxy4-pregnen-3-one, 20β-S) receptor has been characterised in the ovaries, testes and sperm. Both o,p'-DDD and Kepone (chlordecone) have been shown to antagonise 20β-S-induced final maturation of croaker oocytes, indicating that they may be competing with the steroid for binding to the ovarian 20β-S membrane receptor (Ghosh & Thomas, 1995). Later, a number of xenoestrogens (Kepone, o,p'-DDE, 2',4',6'-PCB-4-OH and the mycotoxin zearalenone) were shown to be able to compete with 20β-S for binding to the croaker sperm membrane 20β-S receptor (Thomas et al., 1998). In addition, Kepone was shown to inhibit sperm motility in a direct assay (Thomas et al., 1998).

The levels of circulating hormones are controlled by releasing factors, e.g. the release of GTH hormones from the pituitary controlled by gonadotropin releasing hormone (GnRH) produced in the hypothalamus. Virtually no studies exist on such effects in fish, although it is highly possible that many endocrine disrupting chemicals may act at this level. Studies have shown that oestrogens such as NP and E2 can induce mRNA levels of GTHII (LH) in the pituitary of female fish (Yadetie & Male, 2002). Similarly, Khan and Thomas (1998) observed increased release of GTHII in plasma of o,p'-DDT and E2 treated Atlantic croaker. The mechanism behind this effect is not known. It could either be a direct effect on the gonadotrops in the pituitary or an indirect effect by altering GnRH synthesis and/or release in the anterior hypothalamus. An indication that cyclic AMP pathways were involved, when cadmium caused increases in gonadotropin release in Atlantic croaker, has been observed (Thomas, 1999).

Apparently, many endocrine disrupters, e.g. alkylphenols, may have their effects at multiple sites of the pituitary-gonadal-liver axis. Arukwe et al. (1997b) showed that the
xenoestrogen 4-nonylphenol at low doses was able to induce some steroid hydroxylases in salmon liver, whereas the same activities were suppressed at higher doses (Fig. 5.8). Accordingly, plasma 17β-oestradiol was lower in the low-dose treated group compared with both control and high-dose treated fish. This biphasic effect suggests that endocrine modulators may have different effects depending on the dose encountered by the target tissue. Another complicating factor is that different effects may be observed depending on the stage of the reproductive cycle (Thomas, 1999).

**Fig. 5.8  Effects of 4-nonylphenol on live microsomal metabolism of [4-14C] progesterone.** The activity of 6β-hydroxylase (Ohase) is expressed as pmol progesterone metabolite formed per mg microsomal protein per minute in liver microsomes of control, 4-nonylphenol- (NP; single i.p. injection at 1-, 5-, 25- and 125 mg/kg body weight) and oestradiol-17β (E2) treated juvenile salmon. Data are given as mean values ± SD. *Significantly different from control (p < 0.05); **Significantly different from control (p < 0.01); Different letters indicate significant differences between treatment groups (p < 0.05) (Arukwe *et al*., 1997b). Reprinted with permission from *Environmental Toxicology and Chemistry*, 1997. Copyright Society of Environmental Toxicology and Chemistry (SETAC), Pensacola, Florida, USA.

5.1.4.2 Contaminants

Dioxin and related Ah receptor agonists modulate P450 gene expression and related activities, and this can result in tissue-specific changes in hormone levels. In rats treated with TCDD, adrenal 21-hydroxylase (CYP21A), testicular 17-hydroxylase (CYP17A) and 17,20-lyase activities were decreased. In the same species, testicular steroidogenesis and testosterone synthesis was also decreased, and this was associated with decreased mobilisation of cholesterol as a substrate for P450scc (CYP11A) (reviewed by Safe, 1995). Several reports indicate that the testis is a target for TCDD-induced toxicity, and the effects include alterations in Leydig cell number and function, testicular hypoplasia and impairment of spermatogenesis. At least in part, these effects may result from TCDD-induced decrease of
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testicular androgen levels (Safe, 1995). TCDD also affects pituitary-adrenal function and alters the effect of adrenocorticotropic hormone, and decreases serum melatonin levels in rats.

Through molecular and cellular transformation studies using gene constructs with specific HREs, reporter assay systems and receptor complexes, ligand activation studies have shown that RXR can be activated by the insecticide methoprene (Harmon et al., 1995). In addition, PXR can be activated by synthetic steroids such as pregnenolone 16a-carbonitrile (Kliwer et al., 1998), as well as some highly-chlorinated non-planar PCBs and pesticides (Schuetz et al., 1998). Whether the same effects can occur in fish has not been studied yet.

5.1.4.3 Immediate consequences

The immediate consequence of effects at this level is a disturbance or modulation of the levels of circulating hormones, or hormone receptors in the cell, and of cellular and physiological processes mediated by these endocrine signals. Whether these disturbances may translate into reproductive toxicity, developmental toxicity or other types of toxicity, will depend on a number of factors, including the dose of contaminant, co-exposure with other interacting compounds, the timing in relation to gonad development and maturation, temperature, and season. Very little is known about how such modulations may transfer into higher level effects, although some studies suggest that they do. These findings, reviewed below, must therefore be considered in the light that the mechanistic relationships remain speculative.

Johnson et al. (1988) and Casillas et al. (1991) have reported the effects of environmental pollutants on ovarian development in English sole (Parophrys vetulus) from Puget Sound, Washington, USA. One significant finding of these authors was that female English sole from sites heavily contaminated with PCBs and PAHs had lower plasma oestradiol levels and were significantly less likely to undergo gonadal recrudescence than females from the less contaminated sites. Collier et al. (1998a,b) have also reported precocious juvenile sexual maturation and inhibited gonadal development in female flatfish from the Hylebos Waterway, in central Puget Sound, known to be severely contaminated by a variety of organic and inorganic contaminants. Current work in Puget Sound with male English sole is showing that fish from some contaminated locations are showing vitellogenin induction (Lomax et al., 2001), indicating that multiple mechanisms of endocrine disruption are in operation. This is also the case for male flounder (Platichthys flesus) in UK estuaries which as well as showing elevated oestradiol titres (Scott et al., 2000), simultaneously show VTG induction and ovotestis (Allen et al., 1999a,b).

Elsewhere, altered ovarian development in plaice exposed to crude oil as a result of the Amoco Cadiz oil spill near Brittany, France, has been reported by Stott et al. (1983). Furthermore, the grounding of the tanker Exxon Valdez in 1989 that spilled 42 000 000 litres of crude oil into the Prince William Sound in Alaska, has resulted in severe effects on the reproductive success of pink salmon (Oncorhynchus gorbuscha) (Wertheimer & Celerycz, 1996) and Pacific herring (Clupea pallasi) (Hose et al., 1996; Kocan et al., 1996; Norcross et al., 1996). Parameters used in evaluating Pacific herring reproductive success include egg and larval mortality, morphological deformities, cytogenetic abnormalities and
premature hatch. Significant correlations were found between these effects and crude oil exposure.

There are also reports of reduced viable hatch in the Baltic flounder (*Platichthys flesus*) and Baltic herring (*Clupea harengus*) in correlation with elevated PCB concentrations in the eggs (von Westernhagen et al., 1981; Hansen et al., 1985). High egg mortality of Lake Geneva char (*Salvelinus alpinus*) in correlation with elevated PCB and DDT in char eggs (Monod, 1985), and reduced fertilisation success and viable hatch in female starry flounder (*Platichthys stellatus*) from contaminated areas of San Francisco Bay have also been reported (Spies & Rice, 1988).

In studies conducted by Dethlefsen, Cameron and co-workers between 1984 and 1995 on developmental disturbances in eggs of dab (*Limanda limanda*), whiting (*Merlangius merlangus*), cod (*Gadus morhua*), flounder and plaice (*Pleuronectes platessa*) in the Southern North Sea, high incidences of embryo malformations were observed in coastal waters known to receive high pollution loads (Cameron et al., 1996; Dethlefsen et al., 1996; Cameron & von Westernhagen, 1997). Developmental defects were evaluated using deviation of life-stage morphology from normal morphological differentiation. Common defects recorded by these authors include blister proliferation in early and late embryos, failure to close the blastopore and deformation of the notochord. However, significant correlations were only found for malformations of dab and concentrations of $p,p'$-DDE residues.

### 5.1.5 Methodology

At present, the available methodology for detecting endocrine disruption effects of chemicals is limited, and methods for specifically detecting (anti-) androgenic and (anti-) thyroid mediated effects are particularly inadequate (Zacharewski, 1998). The methods available for detecting oestrogenic and antioestrogenic effects are also rather primitive and not standardised internationally (Tattersfield et al., 1997). Figure 5.9 shows a review of existing *in vitro* and *in vivo* screening methods for (anti-) estrogenic and (anti-) androgenic chemicals in wildlife (Ankley et al., 1998), and a more detailed review of *in vitro* techniques for assessing estrogenic substances (Zacharewski, 1997) has been published.

The most relevant *in vitro* techniques for fish are those which observe the production of vitellogenin or zona radiata protein by fish hepatocytes (e.g. Jobling & Sumpter, 1993; Celius et al., 1999). This method may possibly be used for detecting both oestrogen receptor (ER) agonists and antagonists, the latter by measuring decreased responsiveness to E$_2$. However, other *in vitro* methods such as oestrogen receptor binding assays (e.g. Thomas & Smith, 1993) and the recombinant yeast screen (YES) (e.g. Routledge & Sumpter, 1996) have also been widely used. Other *in vitro* receptor systems, e.g. utilising the androgen receptor or steroid membrane receptors, may be anticipated in the near future to cover other aspects of receptor-mediated endocrine disruption.

In general, *in vitro* models are ideal test systems for studying the actual mechanisms of endocrine disrupting chemicals, but they have clear limitations and may be misleading as predictive tools in risk assessment (Ankley et al., 1998). These systems lack generally the metabolic capacity of the whole organ or *in vivo* situation, making it difficult to detect effects when metabolites are more active than the parent compound. In addition, the aspect of bioaccumulation may be lost in these generally short-term tests. It is therefore widely
recognised that *in vivo* data should be used whenever possible. One approach is to use an all-male strain of fish like that employed by Gimeno *et al.* (1996), and expose them during gametogenesis, using feminisation of the gonoduct and testis as a quick end-point. Normal strains of fish can also be used (e.g. Gray & Metcalfe, 1997), but then they have to be reared
to adulthood before effects on sexual development can be assessed (because the sex of each individual is not known in advance).

Measurement of vitellogenesis or zona radiata protein synthesis in juvenile or adult males (or in juvenile females) is a simple way of determining whether a substance or effluent to which they are exposed is oestrogenic. However, not enough is yet known about the relative sensitivity of VTG or Zrp induction and more overtly reproductive end-points. The preferred methods for measuring VTG and Zrp induction involve analysis of plasma samples by immunoassays such as ELISA, RIA or western blotting with antibodies to VTG or Zrp. Since VTG structure differs among species it may be necessary to develop species-specific antibodies, although studies have shown that it is possible to develop antibodies that can be used for a number of species while maintaining acceptable sensitivity (e.g. Heppell et al., 1995; Tyler et al., 1996, 1999a; Nilsen et al., 1998). VTG and Zrp induction assays need to be developed into standardised test systems with interlaboratory calibration and ring testing (OECD, 1997). Monoclonal and polyclonal antibodies for fish VTG have been developed for this purpose (e.g. Tyler et al., 1996, 1999a; Nilsen et al., 1998).

A number of international fora (e.g. the EMWAT Workshop – Tattersfield et al., 1997) have made it clear that, due to the complexity of the endocrine system, procedures employed for screening chemicals for endocrine disrupting properties must use in vivo tests if they are to avoid high rates of false positives and false negatives. Furthermore, it is inconceivable that risk assessments of EDCs could be conducted solely with in vitro data, due to the need to account for route of exposure, rate of uptake, transfer to the site of toxic action, metabolism and excretion. This does not, of course, mean that in vitro tests have no part to play in hazard assessment schemes for EDCs, but at the present state of knowledge they will have to take a secondary role, being used primarily to assist interpretation of modes of action, etc.

At present, there are no internationally agreed in vivo fish tests which are suitable for assessing the hazards of EDCs, although several (e.g. OECD, 1992, 1999) have end-points such as hatching success and growth rate which could well be interfered with via endocrine processes (but also by non-endocrine routes). The Organisation of Economic Co-operation and Development (OECD) has recognised this gap, and it convened an OECD Expert Consultation on the issue in October 1998 (OECD, 1999). This meeting accepted the need for both fish-based screening procedures (which would provide information about a chemical’s basic endocrine disrupting properties), and fish testing proper, the latter being suitable for environmental risk assessments. In the first case, the objective is to inform priorities for testing and to throw light on mechanisms of action, whereas the latter procedures will fully characterise the effects to be expected under realistic exposure scenarios.

The Expert Consultation concentrated on three major types of endocrine disruption: oestrogenic/anti-oestrogenic effects, androgenic/anti-androgenic effects, and thyroid hormone interference, although in practice most progress was made with the first two categories. The meeting agreed on a tiered fish testing approach for these EDCs (Table 5.2), as follows.

For Tier 1, the Expert Consultation identified four possible candidates:

- An enhancement of the 3 week OECD TG204 (Prolonged fish toxicity test) or TG215 (Fish juvenile growth test) to include such end-points as sexual differentiation, vitellogenin
induction, measurement of sex steroid titres, gonadosomatic index (GSI), gonad morphology and secondary sexual characteristics

- A 3 week fish gonadal recrudescence assay developed in the USA (EDSTAC, 1998) which uses adult fathead minnows (*Pimephales promelas*) in the sexually regressed state, and measures gonadal maturation and related end-points (GSI, secondary sexual characteristics, plasma steroids and vitellogenin).

- A 3 week adult fish terminal reproductive assay developed by the USEPA NHEERL at Duluth, which also involves adult fathead minnows, and measures survival and growth, vitellogenin induction, sex steroids, gonadal pathology and GSI, secondary sexual characteristics, gamete production, and embryo viability.

- An 8 week fish sex reversal assay being developed by Sumitomo under the SPEED programme (SPEED, 1998) which uses the medaka (*Oryzias latipes*), exposing newly hatched fry for 2–4 weeks and observing gonad morphology and secondary sexual characteristics after a further 4 weeks.

For Tier 2, the meeting recommended two possible candidates:

- An enhancement of OECD TG210 (fish early life-stage toxicity test), to include exposure during sexual differentiation and early gametogenesis, histopathology at end of sexual differentiation, sex ratio, fecundity of resulting adults (possibly), and biomarkers such as vitellogenin and sex steroid titres.

- A partial life cycle, terminal reproductive test under development by Schering under the EMSG/ECETOC programme, which starts with sexually mature adult fathead minnows exposed for 4 weeks, and measures time to first spawning, spawning frequency, number of eggs per batch, number of eggs per female, number of fertilised eggs, hatching success of the F1 generation, and various biomarkers.

It is possible that either test may be needed for application in different situations, depending on existing knowledge about modes of action, etc.

For Tier 3, the meeting recommended development of a single candidate, the USEPA fish whole life cycle test (USEPA, undated) which uses fathead minnows; end-points recommended included embryo hatching and viability (F0 and F1), larval survival, growth and development (F0 and F1), time to maturity (F0), secondary sexual characteristics (F0), sex ratio (F0 and F1), egg production (F0), spawning frequency (F0), fertilisation success,

<table>
<thead>
<tr>
<th>Table 5.2 Tiered fish testing approach for endocrine disrupting chemicals (EDCs) (OECD, 1999).</th>
</tr>
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<td><strong>Screening Tier 1</strong></td>
</tr>
<tr>
<td><strong>Testing Tier 2</strong></td>
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<td><strong>Testing Tier 3</strong></td>
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</table>
(F0 and F1), gonad histopathology (F0 and F1), gamete maturation (F0) and various biomarkers including vitellogenin, steroids, and steroid metabolic enzymes (F0 and F1).

The main problem with the latter test, however, is that it is extremely difficult to bring it to a successful conclusion, and hence the costs are very high.

More recently, the OECD Validation Management Group, which is developing guidelines for ecotoxicological testing of endocrine disrupters (VMG-eco), has decided to validate a 2-week screening procedure which can be used with a variety of fish species, and which focuses on the measurement of VTG, gonad histology, and gonadosomatic index and other changes in gross morphology such as secondary sexual characteristics, as primary end-points (OECD, 2001).

Overall, the OECD proposals appear sensible, although it is clear that much research is still required before a definitive set of test guidelines can be fully validated. In particular, it will be essential to devise tests which are capable of linking apical end-points such as reproductive success, with biomarkers of endocrine disruption (e.g. vitellogenin induction in males), so that the integrated output of such tests is both diagnostic of causes or mechanisms, and capable of providing information in support of environmental risk assessments.

The overwhelming majority of research which has been conducted on endocrine disruption in fish has concerned the effects of oestrogens on reproduction (Matthiessen & Sumpter, 1998). Almost nothing is known about other types of receptor-mediated effects in fish, one of which is the agonistic action of androgens and their mimics.

However, as noted earlier, in an attempt to redress this situation, a biomarker of androgenic action in fish has been developed under the UK research programme known as EDMAR (Endocrine Disruption in the Marine Environment) (DEFRA, 2002). The males of the euryhaline stickleback (Gasterosteus aculeatus), produce a glue protein and it was suspected that it could be induced in females.

This predicted phenomenon has now been demonstrated in the laboratory (Katsiadaki et al., 2000). It has been shown that exposure for 2 weeks of both male and female stickleback to methyltestosterone (3–500 μg l\(^{-1}\)) or 11-ketotestosterone (10–20 μg l\(^{-1}\)) in the ambient water produces a large increase in the epithelial cell height of the tubules in the secondary proximal kidney segment. This hypertrophy results from the interaction of androgenic hormone with the androgen receptor, which in turn triggers the spiggin gene to produce the mRNA which controls spiggin production. Kidney tubule hypertrophy itself may be useful as a biomarker of androgen exposure, but it is thought that direct measurement of spiggin is more sensitive and quicker. Katsiadaki et al. (2000) have therefore isolated spiggin from stickleback nests and bladders, purified it using SDS-PAGE (to give a single band of 203 kDa) (Jakobsson et al., 1999), used the pure protein to induce antibody in rabbits, and finally developed an ELISA assay with this antibody. More recently, spiggin induction in caged sticklebacks has been used in the UK to survey for the presence of androgens in estuaries, but little activity has been detected to date (P. Matthiessen, pers. comm., 2001).

The spiggin ELISA is still being tested in the laboratory, but early results indicate that this assay will be a useful androgen biomarker in female stickleback kidneys. As with the vitellogenin assay, it has obvious value as a biomarker of EDC exposure, but it remains to be seen whether its induction in females also has adverse effects on their physiology, or whether it is associated with undesirable reproductive impacts such as masculinised behaviour or intersex ovaries.
The final test of whether a substance can interfere with reproduction in fish is to deploy an early life-stage test (e.g. OECD, 1992) or life cycle test (USEPA, 1986), but these are very expensive and are not necessarily sensitive to or diagnostic of oestrogens or other endocrine disrupters as they stand. However, Tyler et al. (1999a) presented an in vivo testing system for early life-stages of fathead minnow, based on the carp Vtg ELISA. The study showed that fathead minnow are sensitive to oestrogens and are able to synthesise Vtg very early in development.

5.2 Other types of reproductive interferences

5.2.1 Protein/membrane damage in gonads

Studies by Lowe and Pipe (1986, 1987) demonstrated and quantified germ cell damage in mussels, and were able to show an increase in degenerating gametes in response to experimental exposure to diesel oil emulsions. Similarly, Widdows et al. (1982) in a multidisciplinary study of contaminant impacts on mussels also demonstrated a significant increase in degenerating gametes in mussels exposed to the water accommodated fraction of North Sea crude oil. In a study of metal ion distribution in mussels, Lowe and Moore (1979) showed that excess zinc is excreted in the eggs of mussels; however, in males it is cleared via the kidneys. Whilst this observation does not specifically demonstrate damage, excess zinc is known to be toxic and therefore the prognosis for zinc laden eggs is not good.

Chlorinated hydrocarbons have been shown to accumulate in ovarian tissues of whiting and exert a negative effect on embryo development as well as on the production of normal early life-stages (von Westernhagen et al., 1989). The ovarian cycle was also shown to be negatively affected in flounder (Platichthys flesus) exposed to pollutants (Hansen et al., 1985). Dethlefsen (1977) demonstrated that DDT had a direct effect on the developing eggs of cod. Also investigating the consequences of contaminants exposure in Swedish cod, Swedmark and Granmo (1981) demonstrated direct correlations between increased mortality of eggs and larvae, reduced hatching frequency and larval viability and abnormal development and contaminant concentrations. Similarly, viable hatch was significantly reduced in Baltic herring where ovarian levels of PCBs and DDT were greater than 120 and 18 mg kg$^{-1}$ respectively (Hansen et al., 1985).

Studies in the USA have investigated the consequences for reproductive success and larval viability of parental exposure to contaminants in striped bass and starry flounder (Whipple et al., 1981; Westin et al., 1985). The studies all showed significant negative correlations between the determinands of effect and concentrations of contaminants in eggs. By contrast, studies by Couillard et al. (1997) on migrating eels (Anguilla rostrata) in the St Lawrence River, Canada, were unable to detect any significant impact of contaminant exposure on reproductive processes in terms of rate of maturation or oocyte size. Ionising radiation has also been shown to cause damage to reproductive tissues of the oyster Crassostrea gigas (Mix & Sparks, 1971). In conclusion, contaminant exposure has been shown to damage ovarian tissues in a range of finfish and shellfish species resulting in enhanced egg mortality and reduced hatching frequency. Whilst not specifically stated, much of the damage associated with eggs undoubtedly relates to the fact that they are
extremely rich in lipids and many organic contaminants are lipophilic and will therefore concentrate in the eggs. The yolk granules within eggs are a specialised form of lysosome, therefore the probability is that lysosomal damage will also occur as a consequence of the contaminants in the eggs which will affect their development.

5.2.2 Spermatotoxic effects

Whilst an extensive literature is available on the impact of contaminants on oocyte development and eggs, the impact on the development and viability of male germ cells has attracted much less attention (however, see section 5.1.4.1). Furthermore, many of the studies that have been undertaken on sperm relate to cryopreservation procedures and their applications for aquaculture. Notwithstanding this situation, studies by Kiceniuk and Khan (1987) demonstrated that the rate of gametogenesis was slower in male cod exposed to oil fractions during summer-autumn as compared to a control group; furthermore, spermiation was delayed in cod treated during winter-spring. Studies on American plaice (Hippoglossides platessoides), demonstrated a significant reduction (50%) in the number of larvae hatched from uncontaminated eggs fertilised by males that had been exposed to contaminated sediments (Cyr & Nagler, 1996). In the eelpout (Zoarces vivparus), nonylphenol exposure resulted in significant degeneration of testis lobules (Christiansen et al., 1998). van Look and Kime (1999) reported that of several heavy metals tested, mercury was the most toxic to goldfish and rainbow trout sperm motility, studied by computer-assisted sperm analysis. However, it may be of some significance for the sensitivity of male germinal tissues to contaminant damage, that studies by von Westernhagen et al. (1989) were unable to show any correlation between contamination of testes tissues in North Sea whiting and total or viable hatch. In conclusion, studies on sperm are very limited as compared to studies undertaken on eggs, so the true cost of the effects of contaminants exposure to the success of reproductive processes is difficult to define. The indication from studies that have been undertaken is that, like eggs, the effect is detrimental and results in reduced hatching success even when the crosses involved non-contaminant exposed eggs.

5.2.3 Effects of peroxisome proliferators on reproduction

Some peroxisome proliferators such as phthalate esters produce adverse effects on reproduction and development of sensitive species (Treinen et al., 1990; IPCS, 1992; Grasso et al., 1993; Laskey & Berman, 1993; Davis et al., 1994a,b; Eagon et al., 1994; Wine et al., 1997). Phthalate esters cause testicular atrophy in rodents and one of their targets are Sertoli cells, at least in vitro. They also act as germ cell toxicants; for instance, MEHP causes changes in testicular germ cell apoptosis, thus affecting the normal balance between germ cell proliferation and apoptosis in the seminiferous epithelium (Roberts et al., 1997).

Phthalate esters are weakly oestrogenic (Jobling et al., 1995), possibly through their interaction with steroidogenesis. Thus, these peroxisome proliferators increase release of oestradiol from rat Leydig cells and increase aromatase expression (Liu et al., 1996a,b), increase expression of steroid hormone receptors (androgen and oestrogen) and reduce sex steroid metabolism (Eagon et al., 1994, 1996). The finding that the PPAR:RXR heterodimer
competes with ER for the ERE (Keller et al., 1995) constitutes a possible explanation of these effects.

In goldfish ovarian follicles, clofibrate decreased hCG-stimulated production of testosterone (Mercure & van der Kraak, 1995), possibly indicating a role of ovarian peroxisomes in steroidogenic processes, perhaps supplying cholesterol to steroidogenic enzymes.

5.3 Higher level consequences of reproductive damage

5.3.1 Altered sex ratios

It is clear from section 5.1 that one of the main consequences of exposure to oestrogens (and probably also to androgens) during the sensitive part of gonadogenesis (about 10 days either side of hatching in some species) (Sumpter, 1995) is that genotypic males may be completely feminised, developing apparently normal ovaries and oviducts and reproducing normally when adult (although with all-male offspring). Exposure of juvenile or adult males cannot cause these effects as far as we know. The effects of antioestrogens are less well-known. The all-embracing feminisation caused by oestrogen exposure of larvae is impossible to detect without sophisticated genetic analysis, but it implies that the sex ratios of adult populations may become skewed (at least in the short term) towards females.

The implications of skewed sex ratios for the reproductive capabilities and recruitment capacity of a fish population might be profound. However, such effects have rarely been observed in wild fish populations and are very difficult to distinguish from effects caused by a range of natural stressors, including climate and fishing pressure (e.g. Lang et al., 1995). Differential mortality of one sex can be very misleading. Studies of sex ratios among embryos of the viviparous eelpout (Zoarces viviparus) appear, however, to be a practical model system. In this species, the preceding mortality is small and known, and problems with sex differences in growth or behaviour that often affect estimations of adult sex ratios are avoided. The normal sex ratio of the species was close to 50% females at four reference sites along the Swedish coast. Near a large pulp mill there were significantly more males in the broods (58%), again approaching 50% females further from the effluent tube (Larsson et al., 1999, 2000). Whether effects of oestrogenic substances on fish sex ratios are more widespread than currently suspected remains to be seen.

5.3.2 Intersex

A much more common condition caused by early exposure of fish larvae to oestrogenic substances is intersex, which in males usually takes the form of ovotestis. The subject has been reviewed by Bortone and Davis (1994), particularly with respect to the masculinisation of females caused by pulpmill effluents. Ovotestis is a partial feminisation in which oocytes may appear in otherwise normal testes. More rarely, one entire testis becomes an ovary, and the other remains fully male. Sometimes, fully developed eggs are formed, but the organ can still be recognised as a testis. However, little is known about the implications of this condition for reproductive functionality. Ovotestis can be induced in the laboratory by exposing fish larvae to weak oestrogens like nonylphenol (Gray & Metcalfe, 1997), and
has also been observed at prevalences ranging from 20% to 100% in wild fish populations exposed to oestrogenic effluents (Jobling et al., 1998; Allen et al., 1999a). However, caution must be exercised when making field observations because some fish species undergo natural sex reversal at certain stages of their life history. Pathogens can also induce intersex conditions. Among roach (*Rutilus rutilus*) in the Baltic Sea, individuals with both testicular and ovarian tissue can be found. The observed changes were not linked to a specific pollutant source, but were probably caused by a microsporidian parasite (*Pleistophora mirandellae*).

### 5.3.3 Life cycle strategies

Since each fish species lives under a specific set of ecological conditions, it has a specific strategy (note that the use of the term ‘strategy’ in this regard does not imply that it is regarded as a conscious decision by the animal), with special anatomical, behavioural, physiological and energetic adaptations for reproduction (Moyle & Cech, 1988). The reproductive strategies of fishes are often reflected in the differences between the sexes. The onset of sexual maturity represents a critical transition in the life of any fish individual. Before, the allocation of time and resources is related predominantly to growth and survival. After, there is a potential conflict between the allocation of time and resources to reproduction or to survival and growth.

The reproductive cycles of fishes are closely tied to environmental changes, particularly seasonal changes in light and temperature. These two factors are often most important because they can act, directly or through sense organs, on the glands that produce hormones, which in turn produce the appropriate physiological or behavioural responses. Thus, fish (and indeed all animals), have adopted different life history strategies as a means of solving the problem of successful reproduction in a fluctuating environment (Thorpe, 1994, 1989).

Fish species are products of several hundred million years of evolution, and as such have adopted several different life cycle strategies. The maturation decision is annual (in most temperate species) and depends on some genetically determined performance threshold, and the maturation processes will continue if this performance exceeds a set point at this critical time. The maturation decision is based on some critical decisions:

1. At what age?
2. Where and how often?
3. How much surplus energy to invest?
4. How many eggs and how large?
5. Guard them, or leave them?

These questions involve the concept of iteroparity, ‘bet-hedging’ thereby decreasing the risk of reproduction in an uncertain environment; and semelparity, producing all the offspring at the same time. The adaptation of iteroparity and semelparity assumes that juvenile mortality is high and low, respectively.

It can be speculated that since life cycle strategies are products of several million years of evolution, xenobiotic-induced reproductive disturbances of individual fish in a given
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Population might affect life cycle strategies and result in serious ecological consequences in the longer term. However, no knowledge of such effects exists in fish.

5.3.4 Reduced recruitment

Reduction in fecundity may be caused by several mechanisms, such as impaired gonadal development, reduced spawning ability, and reduction in egg number and egg weight, but also by high mortality of early life history stages (eggs, larvae, juveniles) (section 5.1.4.3). In species with size-dependent fecundity, such as many fish and invertebrates, changes in growth rate due to xenobiotics may also affect total egg production. However, despite this multitude of mechanisms, the ample evidence for reduced individual fecundity and the conceptual logic of predictions on population effects, causal links between xenobiotic damage of individuals and population recruitment are difficult to demonstrate, mainly because unknown density-dependent factors may compensate for losses in early life history stages.

For example, despite a reduction of total egg production of English sole (*Pleuronectes vetulus*) in polluted areas of the Puget Sound by about 30% (Collier *et al.*, 1998a,b), population models suggest that declines in individual fecundity would decrease the population growth rate only if density-dependent mortality is weak or moderate (Landahl *et al.*, 1997). Indeed, density-dependent effects may even sustain a constant population growth rate despite 60% acute mortality, as suggested by life-table experiments on pea aphids (*Acyrthosiphon pisum*) (Walthall & Stark, 1997). The investigation of density-dependent factors in recruitment dynamics is thus probably the most important task to predict population level effects of pollutants from histological or other biomarkers (Boreman, 1997).

Density-dependent mechanisms maintaining abundance by compensating for reduction in recruitment may provide enough time for a population to adapt to pollutants. Such adaptations have been shown in several aquatic species, and may significantly alter the susceptibility to xenobiotics. In a laboratory population of *Chironomus riparius* (Diptera), for example, LC50 values were 13–250 times lower than in a field population, suggesting different selection pressures in the laboratory and the field (Hoffman & Fisher, 1994). In mosquitofish, genotypes tolerant to heavy metal pollution identified by allozyme electrophoresis were more common in polluted environments, demonstrating the selective advantage of such genotypes at the population level (Guttman, 1994; Newman & Jagoe, 1998).

Despite the lack of conclusive evidence of causal links between toxicological effects on individuals and the response of populations, there is ample evidence of reduced abundance in wild populations most probably caused by pollution-related reductions in recruitment. Such effects were observed in, for example, brown trout (*Salmo trutta*) (Kubecka & Matena, 1991), stoneloach, bullhead (*Cottus cottus*) and minnow (*Phoxinus phoxinus*) (Bagge & Hakari, 1992), salmon (Hesthagen *et al.*, 1995), striped bass and American shad (Weisberg *et al.*, 1996), and whole fish communities have suffered from the effects of pollution (Lyons *et al.*, 1998). Reduction in abundances of more sensitive species has been used in species diversity indices to estimate the effect of pollutants on fish communities (Paller *et al.*, 1996). It is thus neither the effect of pollution on individual fish, nor their consequences for entire populations or communities that need investigation, but the links between the two, possibly leading to biomarkers for imminent population collapse.
The effects of pollution at the population level are comparable in magnitude to the effects of fishing pressure (Landahl et al., 1997), and considerable research has been done attempting to apply well-developed fishery models to predict the population effects of pollution (Griswold, 1997). However, most models are extremely sensitive to changes in survival estimates of eggs and larvae, which are often difficult to estimate due to complex spatial and temporal dynamics of ichthyoplankton and to sampling problems (Horst, 1977), but may be more affected by pollution than adult fish (Rose et al., 1993). Furthermore, while most models are capable of incorporating density-dependent factors, in practice they have not (Boreman, 1997), and may thus be of limited value to predict long-term effects of reduced recruitment to wild populations. They are, however, useful in identifying important factors and the kind of data needed for improved analysis.

The importance of density-dependent factors for population responses to pollution outlined above points to the necessity to consider whole ecosystems and the ecological relationships within ecosystems, and several ecologists have suggested that the ‘single species’ approach is inadequate in ecotoxicology (Cairns, 1983; Kareiva et al., 1996). Indeed, species interactions may produce surprising outcomes when several species are exposed to a pollutant. For example, a phytoplankton-Daphnia system exposed to malathion, a toxicant inhibiting Daphnia growth, achieved higher Daphnia densities than the control system, probably because the slowed growth of Daphnia caused an increase in phytoplankton densities, which subsequently more than outweighed the inhibitory effect of malathion on the Daphnia population (Taub et al. (1988) cited in deAngelis, 1996).

Clearly, this difference between treatment and control does not reflect the ecological equilibrium, but it does demonstrate that short-term population responses may sometimes be unexpected. Even long-term effects may be difficult to predict: another phytoplankton-Daphnia system exposed to cadmium did not show the expected reduction in Daphnia biomass, but instead their complete elimination, probably caused by the extreme density of phytoplankton inhibiting Daphnia growth (Borgmann et al., 1989). The authors note that in the field the elimination of Daphnia would probably have led to the establishment of another zooplankton species, which would thus appear to benefit from pollution. Indeed, both empirical and theoretical studies have suggested that such indirect effects of pollution may be as important as direct toxic effects on populations (Talmage & Walton, 1991; deAngelis, 1996). Unfortunately, such indirect effects are not easy to predict, and computer simulations suggest that often even the direction of change in abundance (increase or decrease) after pollution exposure may be unexpected (Yodzis, 1988). It is thus apparent that much basic ecological research is needed, including mesocosm studies and computer modelling (deAngelis, 1996).

5.3.5 Reproductive behaviour

The effects of pollution on the reproductive behaviour of fish have been reviewed by Jones and Reynolds (1997). While there is comparatively little work on behavioural changes due to pollution, there is increasing interest in the issue, both because of the possibility of using behaviour as a biomarker for sublethal doses of xenobiotics, and because of effects on the affected species themselves. Most studies focused on either male courtship or parental care, which may be closely related to reproductive output, though the link has only been
demonstrated in a few studies where reduction in parental care caused death of offspring (Ryabov, 1985; Breitburg, 1992; Lorenz & Taylor, 1992). The masculinised females of mosquitofish exposed to KME (see section 5.1.3), displayed clear male sexual behaviour when placed in aquaria with either males or females (Howell et al., 1980). In a study with male goldfish (*Carassius auratus*) exposed to E2 in physiological concentrations via food or water, sexual behaviour was almost totally inhibited (Bjerselius et al., 1999). A test of reproductive performance of fathead minnow is currently being developed at Brunel University (Tyler et al., 1999b).
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Chapter 6
From the Individual to the Population and Community Responses to Pollution

M. Elliott, K.L. Hemingway, D. Krueger, R. Thiel, K. Hylland, A. Arukwe, L. Förlin and M. Sayer

6.1 Introduction
Changes in the marine system due to pollutants and other anthropogenic causes of change can be regarded as a set of attributes which in turn are used for the diagnosis of ecosystem pathology (Harding, 1992). These attributes refer to nutrients, productivity, abiotic zones, species diversity, size distribution, disease prevalence, biotic composition, and the bioaccumulation of contaminants. In turn, these can be reduced to seven indicators for general application: primary production, nutrients, species diversity, instability, disease prevalence, size spectrum and contaminants. The use of these indicators is included in turn within the increasingly adopted DPSIR approach (Elliott, 2002) which summarises the causes of change, the effects within the natural system and the successive policy responses to control those causes and effects. Overall ‘Drivers’ for change in the marine system include the activities responsible for using and transporting chemicals, e.g. shipping and industry. This in turn produces a set of precise ‘Pressures’, such as the discharge of particular chemicals either legally (after authorisation) or accidentally via spillages. The ‘Status’ of the physical, chemical and biological system then requires to be assessed, together with any ‘Impacts’ on that system due to the pressures. Finally, the ‘Responses’ made by man to those impacts will enable problems to be solved.

This chapter considers the status and impacts at the population and community level of fishes exposed to pollutants. However, it is reiterated here that in many cases the pressures act in tandem and there are few examples in which pollution is the only stressor on the system.

The links between subcellular and population responses to pollution and their repercussions can be assessed through a set of case studies giving the genetic response to pollutants, changes in the genetic composition and structure of the populations and the population shift in genetic structure via any stressors on the population. It is therefore necessary to consider pollution effects on single and mixed stocks and also to determine whether the physiological responses to pollutants are translated into population changes, i.e. single species stocks. Any such population changes will influence stocks and thus have socio-economic repercussions. In essence, these changes can be seen as a set of bottom-up drivers, especially changes at the genetic and cellular level, and a set of top-down responses, at the
population, ecosystem and socio-economic levels. This chapter considers the latter top-down responses.

The chapter aims to cover the levels of pollution response in individual fish and their populations and these in relation to eventual changes in community structure. This incorporates the contamination and quality of individual fish, the effects of pollution leading to a reduction in habitat integrity and the concomitant effect on fish production and yield, and the removal of habitat as the result of pollution, such as the loss of feeding area or changes to the nature of the prey community. The latter in turn will lead to poor quality and tainting of the fish, or the perception of this by consumers, and thus to socio-economic repercussions. Although this chapter is concerned with pollution by xenobiotics, the introduction of organic pollutants, nutrients and organic matter and the often concomitant production of a water quality barrier, especially in estuaries and migrations routes, gives lessons for the responses of fish populations and communities to stressors (de Jonge & Elliott, 2001; Elliott & Hemingway, 2002).

The changes to individual quality, as the result of pollutants, reflect a set of responses by the individual fish, their populations or communities. For example, the bioaccumulation of pollutants and the possible biomagnification of them through food chains, can be determined through concentration factors. Such an analysis may show uptake of pollutants and pathways but not necessarily show harm. Even the evidence of detoxification mechanisms may not be termed pollution *sensu stricto* (as the reduction in fitness for survival), i.e. if an organism has the ability to detoxify a contaminant without there being a deleterious effect on its survival (or that of its progeny) then pollution would not have occurred. Similarly, contamination may be regarded merely as an increase in an introduced substance without there being a biological consequence.

The population response to pollutants may be described using an interpretation based on a Leslie-Matrix model which aims to quantify the age-specific survival and fecundity under different conditions, especially different exposure regimes. In such an approach, pollution requires to be assessed as a mechanism for removing individuals within a population; this is by definition the outcome if pollution is regarded as reducing the fitness for survival of a level of biological organisation (at the cellular, individual, population or ecosystem levels). However, as indicated throughout this book, pollutant response at the lower levels of biological organisation is often demonstrated experimentally. Hence, given the conditions under which pollutants occur, it is then necessary to extrapolate from an experimental and/or single species response to a field or multispecies situation. Similarly, where commercial fisheries’ considerations are paramount, any pollutant response as a reduction in the number or quality of juveniles has to be translated to adult-equivalent stock and to the effects on breeding populations. In following such effects of pollutants on the stock, some of the effects will be density-dependent and others density-independent. For example, any change to growth and survival as the result of pollutant exposure will be confounded by all other environmental and biological factors affecting growth and survival. As such, whereas populations have the ability to withstand and absorb environmental change (i.e. ‘population homeostasis’), such an ability, as the result of compensation mechanisms, has to be separated from pollution-induced changes.

Similarly, in complex and variable environments such as nearshore areas and estuaries, the inherent natural variability is likely to make any anthropogenic signal more difficult to
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Detect. In addition, those variable environments will have an increased ability to absorb change such that effects do not occur at the higher biological levels (see below).

The higher level responses (at population, community and ecosystem levels) which can be attributed to either a single stressor or multiple stressors have been well-defined for invertebrates but less well for fishes (Elliott, 1994; Walker et al., 1996; Elliott & Hemingway, 2002). Stress is defined in this context as the cumulative, quantifiable response to adverse environmental conditions or factors as the result of anthropogenic activities which results in a reduction of fitness to survive at any biological level of organisation (cellular, individual, population or community). In addition, certain extreme stressors, such as a loss of habitat (McLusky et al., 1992) or overfishing (North Sea QSR and Inter-Governmental Ministerial Meeting, Bergen report (Svelle et al., 1997)) have an overarching effect such that lesser stressors, such as pollution, are difficult to detect and quantify.

The loss and/or replacement of community members depending on their susceptibility to stress, has been well documented (e.g. Pearson & Rosenberg, 1978; Odum, 1985). Under both acute and chronic stress, larger species and stress-intolerant species will be replaced by smaller forms and tolerant species. With regard to marine invertebrates, this is regarded as producing a movement along the Pearson-Rosenberg continuum and there will be the decline of some species (termed k-strategists, species which are good competitors and long-lived, slow to reach maturity), perhaps to the level of removal from an area, and replacement by others. Chronic stress will lead to a selection of small/tolerant and perhaps opportunistic forms (r-strategists) and there may be a change in abundance until a new equilibrium is formed. In addition to r and k-strategists, Gray (1992) considers a further strategy: t-(tolerant) strategists have characteristics between the r and k-strategists. However, whereas these ideas have been developed extensively for marine and estuarine invertebrates, there are no readily available examples for fishes.

In communities exposed to chronic stress, the abundance of tolerant species may increase, together with the development of resistance as organisms induce the ability to detoxify or sequester pollutants. If the stress remains, then a new equilibrium will develop. Ecosystems where the stress is then removed or reduced will recover through recruitment, recolonisation and/or immigration, although the recovery stages may be transient until a stable system is regained. The ability of any system to withstand and tolerate such changes may be regarded as ‘environmental homeostasis’. With regard to fishes, the effects of stress may be manifest at one or more of several levels of biological organisation and there are many diagnostic techniques to investigate and explain such changes (Whitfield & Elliott, 2002). Such levels cover the cell, individual, population, community and ecosystem, each of which has some ability to absorb and ameliorate environmental change. However, the speed of response by each level decreases with progression to the higher system levels, and the inherent complexity increases with the same progression (i.e. cell to ecosystem).

In order to link the scientific and socio-economic aspects of pollutant response, it is necessary to consider those pollutants which may affect quality or the perception of quality by the consumers of fish in relation to the health of those fish. Spoilage of fish may occur as the result of bioaccumulation and biomagnification of pollutants (i.e. as internal accumulation) or by tainting by pollutants (external contamination). In such cases, it is necessary to quantify pollutant uptake, using for example critical path analysis by identifying consumers who may obtain a critically high burden of contaminants by eating fish. Within each of
these, it is necessary to determine which mechanisms affect fish quality or, in the minds of consumers, the perceptions of quality. It is difficult to quantify the latter, except by a tasting panel, and thus only anecdotal evidence may occur. For example, salmon migrating through industrialised estuaries may get tainted by hydrocarbons if water quality barriers do not prevent successful migration (Elliott & Hemingway, 2002). Aspects of fish quality and pollution effects on fishery economics are considered in more detail in Chapter 8.

6.2 Changes manifested in individuals

Inshore coastal and estuarine areas support many organisms that have important direct or indirect influences on productivity and which may be of ecosystem and/or commercial significance (e.g. Methven & Bajdik, 1994; Arico, 1995; Diaz & Rosenberg, 1995). These are also areas that are vulnerable to chronic or acute episodes of substantial natural and/or anthropogenic variations in water quality through principally the effects of land-associated run-off (e.g. Martin et al., 1996; Sayer & Davenport, 1996; Hawkins et al., 1999; Miller, 1999; Wells, 1999; Elliott & Hemingway, 2002). The magnitude and scope of biomonitoring and assessing risk in vulnerable coastal marine ecosystems is potentially too large to be practical (Wells, 1999), although human-induced change can be regarded as producing a set of symptoms of ecosystem pathology (Harding, 1992). Among others, those symptoms of ecosystem pathology include changes in the diversity and productivity of communities as well as changes in the accumulation of toxic and tainting materials. The uses and users of coasts and estuaries are often so diverse and widespread that it is difficult to demonstrate conclusively that one stressor is the cause of biological change. Consequently, at present, most ecotoxicological knowledge is derived from short-term exposure of a single species to high (often environmentally unrealistic) and uniform pollutant concentrations under standard physico-chemical conditions. Data so derived is largely inadequate in predicting medium and long-term ecological effects in the field, in which multispecies aggregations are being exposed to varying, low concentrations of pollutants in interacting and complex environments (Wu, 1999).

Because of the complexity of most marine ecosystems there is a requirement to determine the levels of biological organisation that provide the most sensitive yet robust method of assessing environmental health. It is therefore important to explore the mechanisms linking the different levels of biological organisation in an attempt to understand how toxicological responses at the individual level may be translated and manifest at other levels, especially the community level (Attrill & Depledge, 1997). Links between sublethal responses from the individual level will all involve related behavioural actions: the detection of the pollutant and if possible avoidance, the locomotion of avoidance and any concomitant alteration of predator-prey behaviour (e.g. Olla et al., 1980; Blackstock, 1984). Some or all of these behaviours can be affected by the health of the organism and in turn these can affect the organism’s health. The degree to which fitness may be impaired by altered physiological condition can be assessed using any of a suite of several bioassays which may indicate the links between responses in different aspects of a fish’s biology (e.g. Elliott et al., 1988) (Fig. 6.1). The significance of the links between those aspects may therefore determine the potential ecological consequences.
Given the behaviour of organisms, the nature of the marine environment and the behaviour of pollutants both in the environment and in organisms, some marine species and trophic levels are more susceptible than others to environmental change (Stark, 1998). As a result of these relationships and characteristics, those species may be either proxy indicators of xenobiotic effect, or of importance because of their ecological relevance. For example, many pollutants have an affinity with sediments, especially fine-grained, organic-rich sediments. As such, they will accumulate in bottom deposits and undergo diagenesis within those sediments which may sequester the pollutants (Libes, 1992). As a result, any fish in intimate contact with those sediments will be exposed to high levels of contaminants and will subsequently show a selection of sublethal responses. In addition, the fish are likely to be feeding on prey within those sediments, thereby acting as a route for the uptake of pollutants. Bottom-dwelling flatfish such as flounder and plaice reflect these processes (e.g. Sulaiman et al., 1991; Elliott et al., 1998).
6.2.1 Bioaccumulation of contaminants in fish

As indicated throughout this book, bioaccumulation of materials by fishes should be considered as contamination rather than being pollution per se, and thus it requires a biological effect to be manifest before pollution is registered. Whereas some texts (e.g. Phillips & Rainbow, 1994; Elliott & Hemingway, 2002; Neff, 2002) provide greater detail of mechanisms of uptake and thus the reasons for bioaccumulation, it is necessary here to discuss bioaccumulation as a response at the individual level. The level of contaminants within an organism is the net result of the behaviour of that material in the environment and in the organism (including uptake, storage, sequestration and excretion), and of the routes of uptake and levels in the prey. As shown here, the likely effects of that bioaccumulation are either in the organism, the progeny, or predators of the fish. In relation to the latter, any increasing contamination along a food chain is regarded as biomagnification, a feature well-demonstrated in some higher trophic levels (Neff, 2002).

Biomagnification following trophic transfer to higher trophic levels such as fishes has been suggested for arsenic and mercury because of their high affinity to organic substances. Despite this, evidence for biomagnification is inconclusive and variable – whereas it occurs for some organic chemicals and organo-metals it has not been found for other components (Neff, 2002). As an example, in the Forth estuary (Scotland, UK), Elliott and Griffiths (1986) observed that for mercury (Hg) and within a more contaminated site, biomagnification occurred only along direct consumer routes where the consumer was a true estuarine resident or largely dependent on a single food source. This study, in assessing Hg contamination in all of the major components of the estuarine system, indicated both the role of the sedimentary components and the bioaccumulation in resident rather than migratory fish species (Fig. 6.2). Although biomagnification occurs only with some pollutants, in contaminated areas, all trophic levels bioaccumulate (Elliott & Hemingway, 2002; Neff, 2002). This is primarily due to direct uptake from the surrounding environment by direct absorption or via the food chain (Amiard et al., 1980; Metayer et al., 1980; Ferreira et al., 1985).

The concentrations of metals in aquatic organisms vary because they reflect the net effect of two competing processes: uptake and depuration; they vary with the sex and size of an organism, the species under study, the season of sampling and the site located (Phillips & Rainbow, 1994; Elliott & Hemingway, 2002; Neff, 2002). This net result (degree of contamination) will reflect the ambient water concentrations and the external and internal processes of uptake, storage, detoxification and depuration. As such, both fishes and lower aquatic organisms have been used as sentinels in monitoring programmes (Amiard et al., 1980; Elliott & Griffiths, 1986; Elliott et al., 1988; Environment Agency, 1999; Köhler et al., 1986; Lucas et al., 1986; National Rivers Authority, 1993; Sauriau et al., 1994).

In addition to the environmental concentrations, other factors affect the rate and processes of bioaccumulation of pollutants and these require to be considered when comparing different environments, species and areas (Phillips & Rainbow, 1994; Elliott & Hemingway, 2002; Neff, 2002):

- Physiological condition – the seasonal maxima of tissue concentrations of pollutants may occur just after spawning, partly as the result of a loss of condition but without a concomitant loss of metal content
Fig. 6.2  The concentration of mercury in components of the Forth estuarine ecosystem, UK. Data derived from Elliott & Griffiths, 1986.

<table>
<thead>
<tr>
<th>Component</th>
<th>Longannet area, contaminated mid estuary</th>
<th>Port Edgar area, cleaner lower estuary</th>
<th>All values are mg kg⁻¹ dry weight except ‘solution’ where values are ng l⁻¹; ? = no data</th>
</tr>
</thead>
<tbody>
<tr>
<td>Solution</td>
<td>7</td>
<td>0</td>
<td></td>
</tr>
<tr>
<td>Suspended material</td>
<td>4</td>
<td>0</td>
<td></td>
</tr>
<tr>
<td>Microplankton</td>
<td>0.3</td>
<td>0</td>
<td></td>
</tr>
<tr>
<td>Meioplankton</td>
<td>1.5</td>
<td>1</td>
<td></td>
</tr>
<tr>
<td>Sediment</td>
<td>0.3</td>
<td>1</td>
<td></td>
</tr>
<tr>
<td>Macroalgae (seaweeds)</td>
<td>0</td>
<td>0</td>
<td></td>
</tr>
<tr>
<td>Suspension feeders (mussels etc.)</td>
<td>5</td>
<td>0</td>
<td></td>
</tr>
<tr>
<td>Deposit feeders (polychaetes etc.)</td>
<td>1.5</td>
<td>0</td>
<td></td>
</tr>
<tr>
<td>Epibenthic scavengers &amp; predators (crabs, shrimps etc.)</td>
<td>?</td>
<td>?</td>
<td></td>
</tr>
<tr>
<td>Pelagic fish (sprat, herring etc.)</td>
<td>0.2</td>
<td>0</td>
<td></td>
</tr>
<tr>
<td>Estuarine demersal fish (flounder, eelpout)</td>
<td>6</td>
<td>?</td>
<td></td>
</tr>
<tr>
<td>Marine demersal fish (cod, whiting)</td>
<td>1</td>
<td>?</td>
<td></td>
</tr>
<tr>
<td>Wading birds (knot etc.)</td>
<td>3</td>
<td>?</td>
<td></td>
</tr>
</tbody>
</table>
• Tissue – depending on the internal chemical transformations and storage processes, for example the liver is usually the main storage organ for heavy metals in fish
• Growth – low growth results in increasing tissue concentrations whereas high growth and sudden increases of flesh condition can decrease tissue concentrations
• Salinity – pollutant uptake rates increase as the salinity decreases depending on the osmoregulatory intake of dissolved pollutants
• Temperature – increases in temperature may cause an increase in the rate of accumulation depending on the concomitant physiological changes
• Age – pollutant concentration changes with age and size, although this differs with pollutant type
• Interactions between metals – interactions between pollutants may affect uptake depending on the effects of such linkages on the bioavailability of pollutants
• The chemical form and nature of binding of the bioavailability – stable forms and non-organic forms of pollutants will have a lowered uptake and availability to organisms.

As indicated throughout this book, although the accumulation of metals in the tissues of organisms is an effect per se of the inputs and concentrations of contaminants in the water and sediments, it is of greater relevance to determine the organisms reaction to the pollutants (through sublethal effects on biochemistry, pathology, genetics, behaviour) and also to assess the changes that pollutants cause in the communities (Gray, 1992). Toxic effects of metals occur when excretory, metabolic, storage, and detoxification mechanisms are no longer capable of matching uptake rates (Langston, 1990). However, information for sublethal effects is mainly derived from laboratory experiments which are static or semi-static and normally under conditions of stable (or discrete) salinity and temperature. Such stable conditions rarely occur in the marine and estuarine environment (Mance, 1987). As such, McLusky et al. (1986) believe that toxicity values estimated under laboratory fixed temperature and salinity regimes are inappropriate for evaluating the effect of such environmental factors in modifying the toxicity of metals to estuarine species.

Field studies attempting to determine sublethal effects of pollutants such as heavy metals are sometimes inconclusive. For example, Pohl (1990) attempted to relate skeletal deformities and heavy metal concentrations in juvenile smelts from the Elbe estuary (Germany). In this estuary, the spawning areas of the species are exposed to high heavy metal concentrations which might induce damage to the egg and embryonic stages. The levels of metals found in the muscle and liver of juvenile (group 0 and 1) smelts were considered to be low. The only indication of a relationship between skeletal deformation and metal concentrations was observed for the significantly higher lead and cadmium concentrations in liver tissue of malformed 0-group fish. The author indicates that hydrographical factors, the presence of other toxic organic and inorganic substances, and genetic factors might have influenced the occurrence of such skeletal deformities. A more conclusive field study is that of the inhibition of Na⁺, K⁺-ATPase activity of flounder by mercury contamination in the Forth estuary (Scotland, UK) (Stagg et al., 1992). This enzyme plays a key role in branchial ion transport and the maintenance of osmotic and ionic homeostasis, but the inhibition of its activity occurs before considerable osmoregulatory dysfunction occurs and thus could be used as an early warning of damage to the osmoregulatory system in fish.
6.2.2 Link 1: Individual health to condition and growth

Subcellular biological effects at the population level of organisation normally display a long response time and when effects eventually occur it is often too late for effective counter measures to be taken (Goksøyr et al., 1996). Prior to manifesting irreversible damage, pollutant exposure may lead to a range of sublethal effects such as depressed growth rate, elevated levels of infection and disease and decreased reproductive rate. A generally accepted concept in ecotoxicology is that these responses are preceded in time by effects at the molecular and cellular level in individuals (Parrett, 1998). A common approach is therefore to initially identify biochemical disturbances (usually by identifying the common biomarkers; see Chapters 2 and 3) and then examine for physiological and/or physical irregularities. However, interpreting the significance of environmental induction of biochemical disruption depends, in part, on a number of factors, such as the identity and concentration of the inducing contaminants to which a fish is exposed, as well as the identification of several natural abiotic and biotic variables such as water temperature, age, sex, dietary factors, reproductive status and geographical location (e.g. Burgeot et al., 1994; Sayer et al., 1995; Sleiderink & Boon, 1995). In a study of total growth and gonadal investment rates of goldsinny (Ctenolabrus rupestris L.) from different locations on the west coast of Scotland, Sayer et al. (1995) measured extreme differences in the indices of both sexes, which were attributed to differences in densities of a territorial fish. On the whole, similar studies on wide-scale geographical comparisons on natural growth and condition indices of other fish species are lacking, and if coincidence cannot be discounted with certainty, caution is needed in the interpretation of findings from surveys.

Given that most environmental stressors occur in tandem, especially in estuaries and nearshore areas, there are few examples linking the effects of a single stressor such as a pollutant with changes to individual health. Elliott and Griffiths (1986, 1988) and Elliott et al. (1988), using a field analysis, studied mercury and hydrocarbon contamination across all components of the Forth estuarine system, Scotland. As an example of the uptake of pollutants and their transfer across trophic levels, mercury was analysed in many components of the systems (Fig. 6.2) and indicated that the fish most at risk from uptake were those in contact with the sediments, or whose prey were in intimate contact with the sediments; this is a reflection of the affinity of pollutants for the sedimentary components. As a consequence, migratory fish species were less affected by the pollutant than the resident fish such as flounder, Platichthys flesus. Elliott and Hemingway (2002) give further details of pollution levels in fishes in estuarine systems.

Taking the above study further, and using those specimens analysed for mercury contamination, the pathology of a resident component of the estuarine fish community, the flounder Platichthys flesus, was analysed to determine any reduction of health as the result of contaminant exposure (Elliott et al., 1988). The proportion of individuals showing morphological anomalies and disease differed with site within the industrialised Forth Estuary, Scotland, and that proportion increased with distance downstream despite the most industrialised and polluted areas being in the middle region of the estuary (Table 6.1). Overall, 18% of the individuals examined showed some anomaly although the latter ranged from minor blemishes to major skeletal deformities. However, the authors concluded that although the
individuals showed a deterioration in health, as manifested by morphological anomalies and disease, the large number of concurrent stressors in that system made it difficult to conclusively link the cause of pollutant exposure and the effects detected. Following this, Mathieson (1993), Mathieson et al. (1996) and van Egmond (1993) then used an experimental approach to link the causes and effects and detected sublethal responses in the resident fish species.

A major difficulty is encountered firstly in explaining the incidence of pathological anomalies, and secondly in attempting to relate those to the ambient and accumulated contaminant concentrations. Whilst contaminants may cause the anomaly, the source could be in the individual under study at the time of study or throughout its development or in a parent. However, the contaminant could also provide entry damage which in turn is colonised and exacerbated by microbial contamination. Disease agents, possibly induced by xenobiotics in fish populations, are thought to have effects on host population dynamics through enzootic or epizootic events. Enzootic disease can influence host abundance through long-term impacts on physiological processes which affect growth, reproduction and survival, whereas epizootic diseases generally affect population dynamics by reducing populations in short-term events (Arkoosh et al., 1998), which if sufficiently large scale might result in stochastic processes causing extinction (Gulland, 1995).

Many of the biochemical, molecular and cellular effects of pollutant exposure have been positively correlated with other indicators of animal health including physiological indices (Chapter 4). Marine teleosts in full-strength seawater (or any strength seawater greater than the iso-osmotic relationship) incur the energetically demanding process of hypo-osmoregulation. An external challenge to the physiological maintenance of the fish will demand increased energy partitioning in favour of maintained hypo-osmoregulatory functions (Sayer & Reader, 1996). During chronic low-stress exposure these increased energy demands will gradually affect less immediate life-threatening processes such as growth and gonadal investment. Acute high-stress exposures will rapidly result in osmoregulatory loss and death (Sayer & Reader, 1996).

### Table 6.1 Pathological disorders* in *Platichthys flesus* (L.) (Elliott et al., 1988).

<table>
<thead>
<tr>
<th>Station</th>
<th>l</th>
<th>b</th>
<th>n</th>
<th>fr</th>
<th>ma</th>
<th>ed</th>
<th>s</th>
<th>lw</th>
<th>No. fish examined</th>
<th>% disorders</th>
</tr>
</thead>
<tbody>
<tr>
<td>UE</td>
<td>3</td>
<td></td>
<td>1</td>
<td>1</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>54</td>
<td>9.3</td>
</tr>
<tr>
<td>LO</td>
<td>21</td>
<td>5</td>
<td>2</td>
<td>2</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>180</td>
<td>18.9</td>
</tr>
<tr>
<td>Ta</td>
<td>1</td>
<td>1</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>10</td>
<td>20.0</td>
</tr>
<tr>
<td>PE</td>
<td>6</td>
<td>7</td>
<td>1</td>
<td>1</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>68</td>
<td>22.1</td>
</tr>
<tr>
<td>Estuary</td>
<td>1</td>
<td></td>
<td>1</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>13</td>
<td></td>
</tr>
<tr>
<td>Total No.</td>
<td>32</td>
<td>13</td>
<td>4</td>
<td>5</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>325</td>
<td>17.8</td>
</tr>
<tr>
<td>%</td>
<td>55</td>
<td>22</td>
<td>7</td>
<td>9</td>
<td>2</td>
<td>2</td>
<td>2</td>
<td>2</td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

*1, lesions; b, blemishes; n, nodules; fr, fin-rot; ma, mouth abscesses; ed, eye deformities; s, scoliosis; lw, lamprey wound.

*UE, Upper estuary; LO, Longannet; Ta, Tancred; PE, Port Edgar.

§Fish not recorded by station.
6.2.3 Link 2: Individual health to production and yield

It is considered that the production by an individual provides an integrative response to all environmental perturbations and that any depression in the parameters of production ecology, such as growth, energy budget, individual production (yield) and production to mean biomass ratio will occur as the result of stress (Elliott & McLusky, 1985). However, whereas changes in those parameters have been used for invertebrates (Elliott & McLusky, 1985) and for the community of estuarine fishes (Elliott & Taylor, 1989) in relation to general stressors, they have not been used for specific or single stressors such as concentrations of individual pollutants.

In general, biomarkers can be classified according to exposure and/or effect. Biomarkers of exposure indicate a general stress response or to more specific groups of contaminants, whereas a biomarker of effect indicates that an adverse effect is conferred on an individual. The biomarker of effect has more potential to indicate an effect of ecological significance as it indicates that an impairment of health has taken place or is likely to take place. The consequences of biomarker activity for biological fitness of fish populations has not yet been established, albeit that any disturbances at the physiological level may have serious adverse effects on the organism (Goksøyr et al., 1994; Parrett, 1998). Increased knowledge about the relationship between ‘early warning’ biomarkers and more serious consequences at the population and community level is required (Parrett, 1998). It is arguable that the recruitment of individuals to a population, based on reproduction and survival of offspring, is the ecosystem parameter of greatest concern. Despite this, the increasing amount of research on pollutant responses in marine organisms rarely, if at all, focus on the translation of responses in the individual to population, community and ecosystem changes (e.g. see the studies reported in Goksøyr, 1998).

6.3 Changes manifested in populations

6.3.1 Reproductive success of individual affected by pollutants (linking to reproductive capacity of population)

The abundance of a population varies in response to changes in the probabilities of survival and reproductive success of individual fish and, as a precursor to this, the abundance of recruits is determined by egg production and egg and larval mortality (Wootton, 1990; Jennings et al., 2001). The influence and effects of xenobiotics on reproduction may occur on a variety of levels such as development of juveniles, coupling, quantity of eggs produced, egg quality, hatching of embryos and development of larvae (Donaldson & Scherer, 1983). As described in previous chapters, the younger stages of fishes are of greatest susceptibility to the effects of pollutants although, as described below, the mortality of those early life-stages by natural or anthropogenic stressors does not necessarily translate to an effect at the higher population level.

The unprotected eggs and sperm, embryos and larvae are likely to show the effects of pollutants at levels much less than those required to produce an effect in later stages
Fig. 6.3  Pollution effects on eggs and young stages, e.g. mackerel. Dendrogram of signed correlations between Atlantic mackerel egg frequency, cytologic and embryonic measures of normality and abnormality of early-stage eggs, temperature, salinity, heavy metal, and toxic hydrocarbon levels. Correlation of a variable with other members of a cluster is higher than with variables not in the cluster. The level of joining of the clusters making the branches expresses the degree of relationships between cluster. The distance between is arbitrary. Modified from Longwell & Hughes, 1980.
In a wide-ranging, empirical and correlative study, Longwell and Hughes (1980) assessed the incidence of reproductive and developmental abnormalities in relation to the presence of pollutants (Fig. 6.3). They assessed the pollutants in the water column and at the water-air interface, thus incorporating a knowledge of the behaviour of pollutants and measuring the concentrations at places likely to have an impact on pelagic eggs, embryos and larvae. They then used multivariate numerical techniques (cluster analyses) to relate these features to the number of eggs present, the viability of embryos, deformation, division and cleavage success and differentiation. While such correlative analysis does not imply cause and effect, it provides some evidence for the coincidence and processes of early stage damage due to pollutants. It is of note that this type of study has not been repeated more recently.

It is axiomatic that one of the most important xenobiotic effects on fish populations is the impairment of reproduction. Despite empirical studies such as that mentioned above, the widespread spawning and dispersal of reproductive stages dictate that it is difficult to link ambient pollution concentrations to reproduction and recruitment impairment. Secondly, spawning and reproductive problems/impairment cannot be related to recruitment success and population size. Finally, the degree of pollution response in the recruiting stages has not been related to the degree of contamination in adults.

Causal links between the impact of xenobiotics on reproductive success of an individual, and population responses, are difficult to detect, and it may not be a valid assumption that toxicant impacts can be generalised. Systems with similar characteristics may not respond to similar toxicant exposure in the same, or even similar ways. Additionally, detection becomes increasingly complex when there are sublethal or density-dependent factors impacting on survivors, and in such cases it is necessary to identify the point of impact (Munkittrick & Dixon, 1989). As indicated above, the dispersal nature of reproductive products, embryos and larvae prohibits the correlation of effects on those stages and ambient pollution concentrations. However, viviparous fish do give the opportunity to detect such cause and effect relationships. Reproduction by the viviparous blenny, *Zoarces viviparus*, in relation to mercury contamination was studied initially by Elliott and Griffiths (1986) and then in detail by Mathieson (1993). The former study indicated that there was no change in fecundity in polluted areas compared to cleaned areas, although the level of contamination in the young was related to that in the mother, i.e. females at a more polluted site had higher concentrations and produced more contaminated offspring than at a less-contaminated site (Table 6.2). However, there was no difference between the sites in the ratios of female to offspring content or concentration, suggesting that the same mechanism is operating at both sites irrespective of degree of contamination and that there is no greater control on mercury entering the brood at the more contaminated site. The authors hypothesised that, given the relatively sedentary nature of the species, as shown by a small home range, mothers in a polluted area would produce young with elevated contamination which in turn would produce other young which were contaminated. In addition, it appeared likely that there was no active control on the passage of the pollutant between generations.

Several species of wild teleost fish from the Baltic Sea show obvious signs of reproductive disorders, most notably salmon (*Salmo salar*), sea trout (*Salmo trutta*), cod (*Gadus morhua*) and burbot (*Lota lota*) (Bengtsson et al., 1994). Although the reasons are not known, they are suspected to be related to the presence of anthropogenic substances. Within
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The marine field, however, these responses are complicated by the fact that disorders can be due both to levels of non-natural (xenobiotic) substances as well as non-natural levels (both elevated and reduced) of natural substances and conditions. Åkerman et al. (1996) found that reproductive success was dramatically lower in cod from the Baltic Sea compared with those from the relatively unpolluted Barents Sea, with the disturbances possibly being correlated to the female individuals rather than the males. These findings combined with earlier ones indicated that environmental pollution may be a factor involved in the observed disorders in the early development of cod in the Baltic Sea (Ericson et al., 1996). As indicated above, the main difficulty with studies such as these is that the causal agent is non-specific and the effects may be the result of exposure to many stressors, both as contaminants and as unnatural levels of natural factors such as salinity, temperature and oxygen concentrations.

In July 1995, a workshop in Racine, Wisconsin, focused on studies which aimed to demonstrate the effects of contaminants on reproduction and development in fishes (Rolland et al., 1997). In only eight cases did the participants feel confident that chemical contaminants could be linked with reproductive and/or developmental effects in wild fish populations. Approximately six cases were found to have an association or correlation between cause and effect, and in the majority of cases there was only some circumstantial evidence that contaminants may be involved. In some cases, laboratory induction of effects following exposure was observed, but these effects could not be extrapolated to population effects. Monosson (1997) indicates freshwater examples in which a decline in a lake trout (Salvelinus namaycush) population was probably related to contamination by dioxins and related compounds. This review indicates that there is a possible link in the decline of populations of English sole (Parophrys vetulus), Pacific herring (Clupea pallasi) and pink salmon (Oncorhynchus gorbuscha) and the presence of petrogenic hydrocarbons and sewage-related materials. In some cases, population size was affected although the role of contaminants was unclear. In these cases and in others where the population effects were unknown, sublethal effects on the reproductive physiology and biochemistry were observed.

With respect to the use of data in population assessments, Barnthouse et al. (1990) investigated three aspects of the use of toxicity test data for population-level risk assessment: the influence of life history characteristics on vulnerability to contaminant-induced stress; the importance of test data availability; and the influence of exploitation intensity. They quantified population-level effects of chronic contaminant exposure by coupling standard

Table 6.2  Significance tests of data (n = 10) relating to mercury contamination and fecundity of eelpout, Zoarces viviparus (Elliott & Griffiths, 1986).

<table>
<thead>
<tr>
<th>Parameter</th>
<th>Port Edgar</th>
<th>S.D.</th>
<th>Longannet</th>
<th>S.D.</th>
<th>Test</th>
</tr>
</thead>
<tbody>
<tr>
<td>Females analysed</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>size (cm)</td>
<td>19.6</td>
<td>3.44</td>
<td>19.2</td>
<td>3.01</td>
<td>n.s.</td>
</tr>
<tr>
<td>weight (g)</td>
<td>36.4</td>
<td>16.9</td>
<td>36.7</td>
<td>18.4</td>
<td>n.s.</td>
</tr>
<tr>
<td>Mercury (μg.g⁻¹)</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>females</td>
<td>1.23</td>
<td>0.79</td>
<td>2.04</td>
<td>0.52</td>
<td>*</td>
</tr>
<tr>
<td>brood</td>
<td>0.36</td>
<td>0.23</td>
<td>0.55</td>
<td>0.13</td>
<td>*</td>
</tr>
<tr>
<td>% Brood Hg content/</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>female Hg content</td>
<td>6.37</td>
<td>2.55</td>
<td>5.62</td>
<td>1.24</td>
<td>n.s.</td>
</tr>
</tbody>
</table>

n.s. = not significant
*denotes significant correlation when p ≤ 0.01 (p = probability)
toxicity test data to matrix-type population models derived from long-term field studies of Chesapeake Bay striped bass (*Morone saxatilis*) and the Gulf of Mexico menhaden (*Brevoortia patronus*) populations. Regression analysis was used to quantify the uncertainty inherent in using test data ranging from life cycle tests to those produced by quantitative structure-activity relationships (QSARs) in order to estimate the effects of the availability and uptake of contaminants on the survival and reproduction parameters of the population models.

Barnthouse *et al.* (1990) found that due to differences in life history, menhaden and striped bass differ in terms of their capacity to sustain the same level of contaminant-induced mortality, and changes in exploitation intensity affect the responses of both populations to the same level of additional contaminant-induced mortality. The quantitative effects of both factors were, however, negligible compared to the uncertainty introduced by estimating long-term effects from short-term tests or QSARs, and the results suggest that consideration of life history may be important primarily for site-specific assessment, whereas for screening-level assessments, the substantial differences in uncertainty associated with different types of test data are of greater concern (Barnthouse *et al.*, 1990).

However, it is difficult to separate the pollutant from the non-pollutant factors which affect the reproductive capacity of a population, such as habitat alterations and other anthropogenic influences. For example, a reduction in reproduction due to the overfishing at sea of mature, commercial sizes or the prevention of spawning in estuaries by building barriers and restricting access to spawning grounds, will mask any reduction in reproductive fitness due to pollution. The importance of these factors on population dynamics is still unclear. Similarly, the relative strengths of these different stressors (habitat loss, overfishing, pollution) have not been determined although there may be mechanisms of determining relative loss of reproductive output.

An analogous system, which reflects the loss of juveniles through man-induced stress followed by population adjustment, is shown by impingement of juvenile fishes in power plant cooling systems (Turnpenny *et al.*, 1988). The loss of juveniles is compensated for such that there is little effect on the adult population equivalents, a feature which may be considered as ‘population homeostasis’. Longwell & Hughes (1980) found empirical relationships between fecundity, embryo and larval integrity and contaminant levels following the analysis of field populations (see Fig. 6.3). Similarly, Luckenbach *et al.* (2001) found that the early life-stages of Brown trout (*Salmo trutta f. fario*) in differentially polluted streams had differences in the mortality rates, developmental rates, hatching period, proportion of malformations and growth rates. A stream polluted with organic chemicals and trace metals showed a retarded development, reduced growth rates and higher mortality rates. However, the differences were somewhat confounded by the overall differences in other physico-chemical and lino-chemical parameters.

More recently, studies have concentrated on the potential resistance by fishes exposed to organic pollutants, but have hypothesised that such a resistance will have potential costs and benefits to the populations. Nacci *et al.* (2002) compared populations of the estuarine species *Fundulus heteroclitus* (killifish) exposed to differing levels of PCBs in the field. Through differential metabolism of dioxin-like substances, the populations had a differential resistance which in turn may give populations protection following chronic exposure, and prevent the development of cancers.
6.3.2 Population models (e.g. Leslie matrix model)

An important aim of studies concerning the impact of xenobiotics and pollutants on fish population abundance is the development of predictive models for any given population. One such model is the Leslie matrix of age-specific survival rates and fecundities (Williamson, 1972). The analysis of such a model can focus on a number of indices, including long-term population size and the intrinsic rate of natural increase \((r)\), reproductive value or potential, population resilience and risk of population extinction, and sensitivity of the dominant eigenvalue of the matrix to changes in model parameters (Caswell, 1989). The use of a Leslie matrix model provides a framework for further studies and also allows sensitivity analyses to be performed (Landahl et al., 1997). Caswell (1989) and Usher (1972) give detailed descriptions of models such as the Leslie matrix, and Barnthouse (1993) summarises their use in assessing effects of toxicants on organism populations.

In order to construct a Leslie matrix model, it is extremely important to obtain accurate data on age-specific survival and reproductive rates for animals under various exposure conditions. In many previous studies of the impacts of contaminants on fish populations, the effects of single compounds based on water column toxicity have been used to estimate survival and reproductive impacts. Landahl et al. (1997) note that this method requires the extrapolation from tested species of fish to untested ones, and therefore, for more realistic model development it is preferable to base estimates of population-level toxicant impacts on data collected for the species of interest. As suggested above, the early study by Longwell and Hughes (1980) found changes as a result of pollution in reproduction and success of reproductive elements, but could not link these to changes at the population level.

Landahl et al. (1997) looked at approaches for determining effects of pollution on fish populations of Puget Sound (USA). The primary objectives of the study were to compare survival rates, reproduction rates and projected population growth rates of English sole \((Parophrys\ (Pleuronectes)\ vetulus)\) from sites in Puget Sound with different levels of sediment contamination (Landahl & Johnson, 1993; Johnson & Landahl, 1994). Using field and laboratory data, they determined vital rates and other life history parameters in English sole subpopulations from urban and non-urban sites in Puget Sound, and used this information to estimate potential population level impacts of anthropogenic stressors, with a generalised Leslie matrix model.

Landahl et al. (1997) found that initial model projections indicated that contaminant effects, particularly in relation to reproductive capacity, could substantially reduce the intrinsic rate of increase \((r)\) of English sole populations from contaminated sites in Puget Sound. Additionally, estimated reductions in \(r\) were comparable to reductions in \(r\) associated with fishing mortality rates between 15% and 30%, suggesting that contaminant impacts are a cause for concern. However, although the initial model provides insight into the potential effects of chemical contaminants on English sole populations, Landahl et al. (1997) note that several refinements are required in order to increase the model’s ecological relevance. Firstly, better estimates of age-0 to age-3 survival obtained from field and laboratory studies with larval and juvenile English sole are critical as the model is extremely sensitive to these parameters. In addition, improved data is needed on both fishing and natural mortality for Puget Sound. Secondly, the model could be strengthened by a more
careful analysis of site-specific growth rate and age at first sexual maturation, which would provide more accurate data on age-specific fecundity for fish from the sampling sites.

They concluded that the Leslie matrix model assumes a simple closed system within which local recruitment depends primarily on the reproductive output of adults residing at that site. Consequently, it is essential to consider the contribution of recruits from urban sites to the central Puget Sound English sole population, as well as the possibility that immigration into contaminated areas by offspring of fish from other sites could compensate for recruitment declines associated with contaminant exposure in localised areas. Without such information, the potential magnitude of pollution impacts on English sole abundance in central Puget Sound cannot be accurately assessed. However, Monosson (1997) suggested that the incorporation of field data into the Leslie matrix model predicts that effects of contaminants may exacerbate the effects of fishing pressure. In situations of equal fishing pressure, populations exposed to greater contaminant exposure were predicted to decline at a greater rate. This prediction, based on the use of the matrix model, was the result of pollutant-induced declines in fecundity which may, in turn, decrease population growth rate (assuming that there is no density-dependent compensation).

6.3.3 Reproductive capacity, survival, mortality to production and yield

6.3.3.1 Response-patterns of populations to reduced reproductive capacity

There is an extensive theory regarding the nature of spawning dynamics of fishes although the major drawback is linking that theory to the effects of pollutants. Aquatic ecosystems can only respond to changing conditions in a limited number of ways (Munkittrick & Dixon, 1989). A failure to reproduce at the maximum possible rate is regarded as a potential loss to the population (Moss et al., 1982), due to the possibilities of reduced strength of the youngest year class and reduced recruitment. However, the ability of any population to absorb the loss of recruits without ultimate deterioration in the population is not known. Munkittrick and Dixon (1989) found that population responses to contaminants should be identical to any non-specific, density-independent stressor, despite the cause of the reduction. It is assumed that such density-independent (random) factors can cause population density to move away from a hypothetical equilibrium density, whilst density-dependent (regulatory) factors may lead to a return to it (Moss et al., 1982).

Density-dependent population growth

Naturally, dispersal-spawning (as opposed to viviparous) fishes have high fecundities so the potential lifetime production of offspring is high. Although fish populations vary greatly in abundance (Cushing, 1982; Rothschild, 1986), increases in abundance are usually several orders of magnitude lower than the potential maximum increase, and even when a population is increasing, the fate of most zygotes is to die before growing to sexual maturity (Wootton, 1990). If the per capita death rate tends to increase with an increase in the population density (density-dependent mortality), or if the birth rate tends to decrease with an increase in population density (density-dependent natality), then there may be an equilibrium population density at which the birth and death rate balance each other. If the density
Fig. 6.4 Model to show potential population responses to reduced reproductive capacity as a result of pollution exposure.
drops below this equilibrium, the death rate will decrease (for example fewer fish are dying by lack of food) and/or the birth rate will increase (lower age at maturity), and therefore the population tends to return to the equilibrium. Changed emigration or immigration has the same effect as this.

Such density-dependent effects tend to buffer the direct effects of the factors which result in changes to mortality or fecundity. For fish in which fecundity and the risk of predation are functions of body size, density-dependent growth will also be an important demographic process (Wootton, 1990). Such inverse relationships between mortality factors are termed ‘compensatory’ (Moss et al., 1982).

**Density-independent population growth**

The growth of a population is density-independent if the birth and death rates per individual do not depend on the population size (Hastings, 1997), for example, if the population is influenced by density-independent factors such as unnatural or fluctuating temperature and salinity or other stressors such as pollution. The abundance of the population will fluctuate through time, and density-dependent stressors do not occur. There is no situation in which the population can be thought of as regulated (Wootton, 1990).

6.3.3.2 Links between reproductive capacity, mortality rate, year-class strength and recruitment

The interlinkages between all aspects of population dynamics, recruitment success and survivalship require to be understood before changes due to pollutant exposure are superimposed on those linkages. Density-dependent and density-independent features are required to be determined and their links with survival and population maintenance need to be assessed in the light of pollution responses (Fig. 6.4).

**Density-dependent populations**

The increasing individual size of fishes with growth is matched by a decline in cohort abundance and the concomitant decline in the ability of the population to compensate for the effects of mortality, irrespective of whether that mortality is due to pollutants or natural factors. Although young stages or juveniles may undergo mortality, high levels of individual mortality of juveniles may not necessarily have a significant impact on adult population levels (Houde, 1989; Rose et al., 1993). As such, mortality can be highly compensatory in fishery populations especially in the earliest life-stages (Jones et al., 2002). Despite this, the pollution stress, either chronic or acute, could affect the population size if it occurs immediately after recruitment or in an area important as a nursery such as an estuary (Elliott & Hemingway, 2002; Jones et al., 2002).

If density-dependent stressors are important in early life-stages of a fish population, then reduced reproductive capacity will be compensated for by mechanisms such as reduced juvenile mortality, faster individual growth, lower age at maturity and reduced competition for spawning area. In cases where a population is affected by a reduction of reproductive capacity, and yet still grows, reproduces and survives within the limits of a comparable
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reference population, it must be concluded that the reduction of reproductive capacity is completely compensated, i.e. a factor responsible for reduction of the year class strength is substituted by another. Although there are no examples with respect to pollution, if pollution is included merely as another stressor which may cause mortality but which is obscured by natural mortality, then the effect will not be detected.

Wootton (1990) noted that a density-dependent effect for the dynamics of the population may be present, but may be too weak to result in any significant regulation of the population. A strong density-dependent effect (fishery) can even destabilise a population by increasing the chance that very low densities are reached (den Boer, 1987).

With respect to incomplete compensation, as competition between adults would not initially change, growth characteristics of the adults may initially remain the same, although an increased growth rate in response to a decreased population size is generally characteristic (Munkittrick & Dixon, 1989). The fishery may have another impact on the fish stock as more younger fish can then be caught than would be the case without this compensation mechanism.

**Density-independent populations**

If the limits within which the compensatory mechanisms are able to operate are exceeded, or density-independent mechanisms are dominant, random larval mortality factors will be the same as in unstressed populations, and reduction of year-class strength is inevitable to an additional reduction in reproductive capacity. Rapport (1989) commented that in the Baltic Sea, many fish species are living at the limit of their distribution area. Population density and growth are mainly regulated by temperature and salinity such that the fish may be sensitive to other stressors. As a result, a number of fish populations in the Baltic Sea are good examples of density-independent populations.

The central difficulty in linking the above to the effects of pollution is that there are very limited empirical data to follow the sequence of pollutants affecting young stages through to population changes. As a way forward, Schaaf et al. (1987) developed a simulation model to estimate pollution effects on economically important estuarine-dependent fish populations. Available life history data on eight species (fourteen spatial-temporal stocks) is compiled, concentrating on age-specific rates of growth, survival and fecundity. Leslie matrix models of species population dynamics were used to predict pollutant impacts – mediated through changes in first year survival. Schaaf et al. (1987) found that on average, and without compensation, these modelled stocks respond to a one-time 50% reduction in first year survival by taking ten years to equilibrate at 88% of their pre-impact abundance. Synthesis of the data included a search for derived (standardised) population parameters to evaluate differences in susceptibility both among and within fish populations, to pollutant stresses. It was demonstrated that knowledge of a species’ age-specific fecundity pattern provides additional predictive power of its response to pollution perturbation.

In the case of reduced reproductive capacity and/or increased juvenile and/or egg mortality, the mean age of the population will increase in response to a decreased population size, resulting in an older and weaker population, and possibly the absence of younger year classes. Munkittrick and Dixon (1989) called this a Type II response in contrast to the influence of fishery (adult removal), which leads to increased growth rate and fecundity, as
well as an earlier age at maturation and decline of the mean age of the population (Type I response), multiple stressors (Type III response), limitation (Type IV response) and niche shift (Type V response). Type II changes have been reported by Beggs and Gunn (1986), Munkittrick and Leatherland (1984), Black et al. (1985) and Colby (1984).

As mortality factors may not be independent of each other (Moss et al., 1982), random larval mortality factors may increase if the factors which affected reproductive success lead to an increase in larval mortality. An additional burden in this case leads to a further reduction in the strength of the younger year classes. If the factors result in complete removal of the first year class over the life span of a fish species, the population will become older and older and will eventually disappear, as seen in acidic waters since 1940. Ensenbach and Nagel (1997) forecasted the disappearance of their experimental population of zebrafish in the case of whole lifetime exposure to 100/40 μg l^{-1} lindane as they observed no egg production. Hudd et al. (1986) found that reproductive failure of burbot and bream resulted from weak year classes, and Dutton et al. (1988) described an absence of younger year classes in white sucker populations collected from Hamell Lacke during the early 1980s. Similarly, Sandström et al. (1991) found decreased abundances of fish close to pulp mill effluents.

Until now, it has been extremely difficult to predict population fluctuations. Compensation limits are not known for different density-dependent populations, nor how close to the limit a population influenced by natural stressors may exist, despite the fact that the capacity to buffer anthropogenic influences depends on this basis. It is not possible to predict for each population, at what level of additional stressors compensation-processes are at their limit, and density-dependent population growth changes to density-independent.

6.3.3.3 Effects of changes in population structure on production, yield and the quantity of populations

Production and the parameters of production ecology of a species are a synthesis of population biomass, recruitment, growth and mortality, and as such are especially responsive to the health of a population in relation to environmental change (Elliott & McLusky, 1985; Mann & Penczak, 1986). Wootton (1990) and Elliott & Taylor (1989) noted that a feature of production in many populations is the high proportion contributed by the youngest age classes, which was first observed by Mann (1965), and Mann et al. (1972). This is a reflection of the high growth rates in the early life history stages, which are characterised by higher P/B ratios than the larger and older fish.

The change to older and weaker populations as a response of reduced reproductive capacity in density-independent populations is followed by a decrease of reproducing individuals, leading to reduced egg production and reproductive success of the survivor. Kwak and Waters (1997) found a significant linear inverse relationship between the annual P/B ratio and the number of population year-classes incorporating populations of each species of Minnesota salmonids. The weakness of population year classes during several years leads to decreased stock or in some cases disappearance of the whole species.

Iles (1994) reported that recruitment decreases with low stock size, leading to the assumption that reduced population size and changed population structure results in a further reduction to recruitment. This leads to lower stock size, especially if the stock is additionally reduced by fisheries, or reproductive success is reduced by the ongoing impact of
pollution on spawners and offspring. As an example of this, Goodyear (1985) demonstrated that an increase in fishing mortality, or equivalent decrease in early life-stage survival caused by toxic effects of a pollutant, would cause similar stock declines. He found that if pollutant-induced mortality occurs after a period of high density-dependent mortality, the decline in yield would be more severe than that caused by an equivalent increase in fishing mortality.

Hudd et al. (1986) described loss of catches due to reproductive failure in response to anthropogenic acidification of spawning and nursery areas in the river Kyrönjoki, Finland. For burbot, conservative estimates described a loss of 50 tonnes from 1973 to 1982, and 70 tonnes for bream after the mass mortalities in 1970–73. In this case, they showed that the most important effect on the fish stocks and fisheries was the loss of reproduction. However, in response to the decline of one population, another perhaps less sensitive stock species may subsequently increase. Hildén et al. (1984) found changes to community structure in pelagic fish of the Baltic Sea in that over the last 50 years, the dominance appears to have changed from Coregonus albula (vendace) to the more tolerant species, smelt and herring.

The reduced catch of one species by unit of effort may result in a higher catch of another species. However, this may be more or less popular to both the fishery and the consumer, and an effect on the mixed fishery is expected through changes in diversity and yield.

6.4 Changes manifested in community response

It is of note that there are no readily available studies which attribute a loss of community, i.e. a reduction in species richness, to the presence of specific xenobiotics either singly or in combination. There are, however, many examples of the changes to species composition with other stressors such as organic enrichment, physical disruption of estuarine systems and overfishing (Blaber et al., 2000; Elliott & Hemingway, 2002). For example, the estuaries of the Thames, the Mersey and the Clyde in the UK suffered large-scale reductions in their fish fauna as the result of organic pollution during the nineteenth and early twentieth centuries. While it is likely in these cases that other xenobiotic contaminants were also a contributory factor, it is not possible to indicate what proportion of the decline in the community was due to the different forms of pollution.

Despite the above, the community within any area will be a result of the differential tolerances of each member of that community to pollutant stress. In addition, interspecific relationships are suspected to be regulatory mechanisms of population dynamic processes (Thiel et al., 1996). Changes in population size and structure caused by pollutants on one species will have an impact on the population of other species within the community. For example, Hildén (1997) found a decrease in smelt abundance (which are the most important prey to cod) in connection with an increase in cod abundance. In addition, the observed decrease in abundance of Myoxocephalus scorpio, Myoxocephalus quadricornis, Zoarces viviparus and Perca fluviatilis in the Baltic Sea are also thought to be a result of increasing population growth of cod. Changes of community structure in fish were detected by Karås (1989) in the shallow coastal waters of the Baltic, the most important spawning and nursery areas of some fish species. Despite the presence of pollutants from many sources, these
changes were believed to be caused by eutrophication which in the southern Baltic provides the greatest stressor. Risk assessment has regularly utilised analysis at the community level as a tool for determining the health of an aquatic system (although to date, the majority of these studies have focused on invertebrates), and community structure itself is an expression of variation in the populations of the constituent species and the response of these populations to environmental stress (Attrill & Depledge, 1997). The loss of community diversity and stability in many damaged systems can lead to inefficient operation of the mechanisms regulating population size, resulting in fluctuations in total population size (Adams & Olver, 1977). As the result of such background knowledge, there are many examples of indices and other numerical methods which describe and present the state of communities exposed to anthropogenic change (Whitfield & Elliott, 2002). In many cases, these techniques describe either the change in species composition from that expected under unimpacted conditions, or the response of different guilds of fishes which have differential tolerances to anthropogenic change.

Maintenance of populations is dictated by the input of individuals within that population in terms of growth (biomass) and reproductive output. Both parameters can provide useful information on the health of a system. It is therefore important to explore the mechanisms linking the different levels of biological organisation to understand how individual toxicological responses may be expressed at the community level, and conversely what mechanisms are producing observed community structures in stressed systems (Attrill & Depledge, 1997).

Walker et al. (1996) outline four ways in which species within an ecosystem may be affected by the addition of pollutants. Firstly, the numbers of some species will decline, perhaps even to the extent of the species becoming locally extinct. Secondly, numbers may decline but level out lower than before and the population may persist at this level if the pollution continues (chronic pollution). Thirdly, population size may initially increase as if the pollution is chronic, resistance may evolve within the population, allowing population numbers eventually to increase to a new equilibrium. Finally, if the pollution is transient then the population may eventually recover, either rising from the level to which it was depressed by pollution or returning through immigration/recolonisation if pollution had rendered the population extinct.

However, pollution in this case often refers either to combinations of stressors or to organic inputs rather than xenobiotics. The changes to community structure as a result of pollution have been well studied in relation to marine invertebrate fauna (Elliott, 1994); there have been no similar syntheses with information related to marine and estuarine fishes. On a wider framework, Odum (1985) gives the features expected in stressed ecosystems (Table 6.3) and while many of these features can be seen with organic and nutrient pollution (de Jonge & Elliott, 2001), as yet this approach has not been attempted with xenobiotic stress.

6.4.1 Effects on competition and behaviour

It is necessary to understand the potential effects of xenobiotic bioaccumulation on fish behaviour and competition as they will influence the structure of a community. The concepts, basic knowledge and principles that underlie competition and behaviour in fish
species should be considered. Competition takes place where resources are in short supply, and can take two forms as discussed earlier by Nicholson (1954) and Elton & Miller (1954).

Firstly, interference or contest competition occurs where access to a resource is denied to competitors by dominant individuals or species. Interference competition results in unequal access to resources, and subordinate individuals may not be able to participate in reproduction. Interference competition tends to couple numbers to available resources and often reduces population fluctuations. Many mechanisms involving behaviour and physiology are commonly involved in this kind of competition.

Secondly, exploitation or scramble competition is more involved in most of the biological world. This implies the direct use of a resource, reducing its availability to a competing individual or species simply because of consumption. Exploitation competition tends to couple numbers to available resources and often reduces population fluctuations. Many mechanisms involving behaviour and physiology are commonly involved in this kind of competition.

There is a good conceptual understanding of the behavioural responses to pollutant exposure (Fig. 6.5) in which the main pathways relate to tolerance of the stressor or an
avoidance. Olla et al. (1980) suggest that in marine organisms these responses are shown by two sets of studies:

1. Those which measure capabilities of organisms to mitigate effects of environmental perturbations (e.g. thermo-regulation in fishes exposed to thermal pollution)
2. Those which measure departures from normal behaviour which, while not causing death immediately, may reduce probability for survival (e.g. avoidance of unfavourable conditions by plankton delaying metamorphosis).

Despite this, there are no studies which have quantified these links in fishes exposed to chemical (non-organic) pollutants.

The behavioural responses will relate to the resources commonly competed for by fishes, which include space, food and reproductive partners, hence the effects depend on whether pollution reduces any of these. Whereas organic pollution may remove the fishes’ invertebrate prey or change its community structure, or may affect the quality of sediments and thus make the prey unpalatable, space could be lost by pollution affecting a habitat (Pearson...
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(1) Migratory behaviour
(2) Schooling behaviour
(3) Feeding behaviour
(4) Aggressive interaction (including competition)
(5) Resting behaviour
(6) Reproductive behaviour
(7) Interspecific interaction (including predator-prey, mimicry and symbiotic relationships).

Whereas the loss of resources will affect these behaviours, the latter are more difficult to relate to xenobiotics. Pollution due to organic enrichment, and thus the lowering of dissolved oxygen, may affect these behaviour patterns (Elliott & Hemingway, 2002).

The migratory behaviour of fish occurs on a seasonal to daily basis (Moyle & Cech, 1988). The use of migration to separate life history stages is characteristic not only of diadromous fishes such as salmon and eels but also of pelagic fishes such as herring and sardines, of many freshwater fishes, and of many marine benthic fishes (McDowall, 1988).
While the majority of fish migrations are related to reproduction and separation of life history stages, many are also in response to changing environmental conditions, particularly temperature, and the movements and abundance of food organisms.

It is not well understood how xenobiotic bioaccumulation will affect fish competition and behaviour discussed above. The alteration of fish physiology and behaviour as the result of chemical pollution is not well studied, thus predicting the effects of xenobiotic bioaccumulation on them is difficult. During emergencies in their natural environments, vertebrates initiate coping mechanisms that redirect behaviour away from non-essential activities and towards survival. For example, in passerine birds, evidence from field studies shows that this inhibition may not depend on the suppression of gonadal sex steroids, since during the breeding season they remain elevated despite activation of the stress response. In plainfin midshipman fish (*Porichthys notatus*), the pattern of androgen levels exhibited by reproductively active parental male may reflect a compromise between investment in paternal care versus courtship and/or territoriality (Knapp *et al*., 1999). Given that competition and behaviour are coupled processes that are to a large extent controlled by the neuroendocrine system, xenobiotic bioaccumulation might have profound effects on fish. For example, during reproduction, fish show a wide range of behaviour patterns. Although such behaviour is highly adaptive and is strongly correlated with the overall ecology of each species and with morphological adaptations, a chemical influence that disrupts the sensory clues that induce such behaviour might result in reproductive failure. Such effects can be manifested through, but not limited to, the loss of breeding ground through competition, inability to guard or hide broods and nests (for brood hiders and guarders) and an inability to display appropriate mating rituals to attract mates.

### 6.4.2 Effects on mixed fishery – socio-economic changes

This chapter has considered the repercussions of pollutant exposure on the higher levels of biological organisation (populations, communities) but has emphasised the poor empirical evidence for any translation of effects on developmental stages, biochemical processes and individual health to those higher levels. Despite this, there are modelling studies which attempt to translate pollution responses to the higher level damage to fisheries, especially economic effects (Collins *et al*., 1998). Studies such as those following the *Exxon Valdez* oil spill provide information for the reduction in the economic value of the fisheries and this can then be used in modelling for extrapolation to wider fisheries. Collins *et al*.(1998) produced a synoptic model (Fig. 6.6) and then used illustrative data to simulate the effects of chronic and acute pollution incidents to assess the economic changes likely. The model uses concentrations of pollutant in the waters and in individual fish and hence in the stock. It has to make assumptions regarding the mortality due to those contaminant levels as separated from the fishing mortality and acknowledges that the former may be minimal in relation to the latter. While this study is acknowledged to be an academic exercise, it provides the opportunity to test hypotheses and scenarios and thus it is considered here as a necessary and future development in the study of the effects of pollutants on fishes and fisheries (Chapter 8).

Above and beyond xenobiotic influences there are substantial problems in the context of management of the fish stocks. Many of the prime commercial species of the European
Union are in decline as a result of adverse fisheries-dependent factors, notably excessive fishing effort. Indeed, those who are responsible for the design and implementation of the Common Fisheries Policy have been unsuccessful in halting this trend. The CFP revision, in 2002, is designed to take an ecosystemic approach to the management of the fish stocks and to achieve sustainability of the use of those stocks. While it is acknowledged that overfishing as a stressor will always dominate any effects due to pollutants, it is an aim to consider all stressors. Thus pollution effects at a multispecies level operate in a situation where the resource base is under threat from fisheries-dependent variables. The threat is posed by changes at a sublethal level as well as the occurrence of catastrophic incidents. In terms of a mixed fishery this might be manifested by differential die-off rates for individual species or differential changes in somatic quality. Whilst this would be of great importance in bio-scientific terms, it would be more difficult to ascribe specific socio-economic changes beyond those implicit in the loss or decline of individual fish species of commercial importance. A fuller treatment of these issues is given in Chapter 8.

Fig. 6.6 A synoptic model of fishery-pollution interaction. Modified from Collins et al., 1998.
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Chapter 7

Molecular/Cellular Processes and the Population Genetics of a Species

*L. Hauser, K.L. Hemingway, J. Wedderburn and A.J. Lawrence*

7.1 Introduction

Although the effects of xenobiotics described in the previous chapters are very serious and range from molecular damage and cancer development to disease and death of individuals and reduction in population abundance, they are usually short-lived and quickly disappear once exposure has stopped. However, effects on the population genetic level may impact populations for many generations to come. For example, once genetic diversity is lost from a population, it will in the absence of immigration only be replenished on evolutionary time scales. Similarly, certain deleterious mutations accumulating in the germline may take many generations to be eliminated by selection. Considerable concern has developed over such potential chronic and transgenerational effects of contamination (Bickham et al., 2000), and their consequences for population productivity and persistence. While much of the theory of mutation accumulation, selection and loss of genetic diversity is well developed, there is still a great need to:

1. Establish firm links between damage at the molecular level, and long-term genetic changes at the population level
2. Investigate the speed, extent and consequences of genetic adaptation to pollution
3. Study the consequences of xenobiotics on the genetic diversity of exposed populations.

Such investigations are not only valuable to predict the long-term population effects of xenobiotic exposure, but may also provide a model system integrating variation at the molecular (DNA) level with genetic variation of quantitative traits. The relationship between molecular variation (estimated with a wide range of molecular markers) and genetic variation at quantitative traits (usually estimated with extensive breeding designs) has remained a fundamental problem in evolutionary biology and conservation genetics (Lande, 1996; Lynch, 1996). ‘Phylogeographic and evolutionary ecotoxicology’ (Staton et al., 2001) may provide a model system to investigate this relationship, as many of the genetic and molecular processes in xenobiotic tolerance and resistance are well known, there are usually good time records of pollution events and experiments to assay pollutant
susceptibility are well developed in a wide range of indicator organisms. The integration between population genetics and ecotoxicology therefore has not only applied, but also considerable fundamental scientific significance.

The aim of this chapter is therefore to introduce some of the central concepts in population genetics and discuss their relevance to ecotoxicology; to review empirical evidence for impacts of xenobiotics and their consequences; and to discuss the implications of concepts and evidence for the evolution of tolerance.

### 7.2 Evolutionary processes and concepts

#### 7.2.1 Mutations

Mutation is the ultimate source of genetic variation, and is thus an essential process in evolution (Hartl, 1994). The nature of the mutation process in natural populations, however, remains largely unknown because individual events generally occur too infrequently for direct observation. Consequently, much of our interpretation of patterns of genetic variability in wild populations is based on unverified assumptions on rates and patterns of mutations in DNA sequences. Nevertheless, mutations have general characteristics which shape our views of their role in the evolution of populations and species. Many of these characteristics have already been discussed in Chapter 2; the population aspects of mutations will be considered here.

Although mutations may be biased, they can for most purposes be viewed as a random process and such random mutations are unlikely to be beneficial to the organism (Maynard-Smith, 1998). Indeed, most newly arising mutations are either silent (i.e. not affecting the amino acid sequences encoded for by the DNA), selectively neutral (i.e. do not affect the functionality of the gene product) or harmful to the organism. This is also true for mutations caused by mutagenic pollutants, which on average appear to be largely detrimental (Mukai et al., 1972). The low mutation rates commonly observed at coding genes are probably a compromise between the genetic damage suffered due to deleterious mutations, and the beneficial effect of favourable mutations allowing adaptation and evolution (Hartl, 1994). Due to the polygenic inheritance of many adaptive traits, the introduction of novel genetic variation at quantitative traits by mutation can be quite rapid. As many traits are encoded by hundreds to thousands of loci, common estimates of mutation rates and the resulting traits are about $10^{-1}$ (Lynch & Walsh, 1998). For example, long-term selection lines of *Drosophila melanogaster*, initially with homozygous individuals, show that the accumulating effects of mutations can lead to appreciable response to selection equivalent to 7 to 8 phenotypic standard deviations in bristle number per 125 generations (Mackay et al., 1994).

Mutations as a consequence of exposure to mutagenic chemicals have been extensively discussed in Chapter 2. However, many such mutations are somatic, not heritable, and thus will not be maintained in the gene pool. In contrast, germline mutations causing heritable genetic effects have been difficult to demonstrate empirically, mainly because they are very rare and individuals carrying deleterious mutations are often quickly eliminated from wild populations. Notable exceptions stem from the nuclear accident in Chernobyl, where increased mutation rates at minisatellite loci in humans, and at microsatellites in barn
swallows, have been demonstrated (Dubrova et al., 1996; Ellegren et al., 1997). Similarly, there was an elevated minisatellite mutation rate in herring gulls nesting on contaminated urban sites (Yauk & Quinn, 1996).

In general, repeat regions such as microsatellites and minisatellites appear to be sensitive molecular markers for heritable genetic damage (Yauk, 1998), although mutations may be induced on genes encoding for DNA repair enzymes rather than the repeat regions themselves (Bickham et al., 2000). Increased genetic diversity at allozyme, mtDNA and RAPD (random amplified polymorphic DNA) markers in mosquitofish and vole populations exposed to radionuclides provided additional evidence for increased mutation rates (Theodorakis & Shugart, 1997; Baker et al., 2001).

In addition to such molecular evidence, there are indications for phenotypic effects of increased mutation rates. For example, the barn swallows in Chernobyl not only had higher mutation rates at microsatellites, but also showed increased albinism (white spots), some of which appeared to be heritable (Ellegren et al., 1997). Additionally, reductions in fitness due to the accumulation of mutations have been shown in caged fly populations (Mukai et al., 1972; Houle et al., 1992, 1994). Such immediate expression of mutations is often the effect of acute exposure and may be quickly removed by selection (Cronin & Bickham, 1998). Large and stable populations will return to the pre-exposure mutation-selection equilibrium, where the occurrence of new mutations is balanced by their elimination by selection (Lynch & Walsh, 1998). However, recessive deleterious mutations (mutations whose effect is masked by the alternate unmutated allele) are ‘invisible’ to selection and may therefore accumulate in the population as ‘mutational load’ (Lynch & Walsh, 1998). Remarkably, at equilibrium, the mutational load at a locus is independent of the magnitude of the deleterious effects of mutations as the equilibrium frequency of a mutant allele depends on its deleterious effect on heterozygotes (Maynard-Smith, 1998). As such, the mutational load depends entirely on the mutation rate, a fact that is particularly relevant in populations exposed to mutagenic chemicals.

Although the dangers of xenobiotic exposure increasing the mutational load was identified as early as 1979 (Berry, 1980), there is still no empirical evidence from wild populations. The methodology of estimating mutational load by deliberate inbreeding is well developed (Lynch & Walsh, 1998), and could easily be carried out in model species with short generation time. Results would not only test the notion of an accumulation of pollutant-derived mutations in a gene-pool, but would also provide valuable information on the long-term effects of pollution, an issue of particular relevance for fish populations in recently cleaned European rivers and seas.

### 7.2.2 Gene flow

Genetic variability can also be introduced to a population by gene-flow, which is mediated by individuals which immigrate and successfully interbreed with the local population. In the short term, the increase in a population’s genetic variation due to gene flow is often far greater than due to mutation (Futuyma, 1998).

Gene flow is a homogenising force: conspecific populations differ in allele frequencies only if gene flow is sufficiently low to allow genetic differentiation by selection or random genetic drift. Thus, gene flow may prevent adaptation to local environmental conditions by
natural selection. In some cases, excessive, sometimes anthropogenic, gene flow has been shown to be detrimental for a population’s fitness in its environment: in many salmonids, survival, disease resistance and homing accuracy was shown to be higher in native fish than in hybrids between native and introduced fish (Hindar et al., 1991). This homogenising effect of gene flow may be more important in populations which rely on immigration from other populations for sufficient recruitment (source-sink populations), and where local adaptation may be impossible even under strong selection pressures (e.g. chironomid larvae (Groenendijk et al., 2002), blue tit Parus caeruleus (Dias et al., 1996)).

Molecular markers such as allozyme, mitochondrial DNA and microsatellites, are extremely powerful in identifying reproductively isolated populations with little gene flow to other populations (Carvalho & Hauser, 1994; Hauser & Ward, 1998). Clearly, if a population lives entirely in a polluted environment, the potential effects on the gene pool are much greater than if only a small part of the distribution area is affected. However, excessive gene flow may prevent local adaptation to pollution. The distribution of a population in relation to the area affected by pollution, and the extent of gene flow with other populations, are therefore important factors in the assessment of xenobiotic responses.

### 7.2.3 Selection

Ever since Darwin (1859), the concept of genetic change by natural selection has been central to our understanding of evolution (Maynard-Smith, 1998). On the intraspecific level, selection is a major factor in the development of local adaptation, and thus may contribute to the genetic differentiation among populations (Carvalho, 1993). Despite its importance in micro and macroevolution, selection is still an area with much argument and confusion (Endler, 1986). Until more recently, empirical studies in wild populations have concentrated on demonstrating its existence rather than attempting its quantification or understanding its mechanisms (Brodie et al., 1995). Especially in molecular genetics with its supposedly neutral (that is, not selected) markers, selection is often seen as a ‘nuisance factor’, disturbing straightforward predictions from neutral models (e.g. Gauldie, 1991). One of the reasons for the difficulties associated with identifying selection may be that both quantitative and molecular methods cannot simultaneously determine all three agents for natural selection to operate (Endler, 1986):

1. Variation among individuals in a trait
2. A consistent relationship between that trait and fitness
3. Heritability of that trait.

Relationships between quantitative traits and fitness can usually be inferred, and molecular markers are undoubtedly heritable; however, establishing the fitness value of a molecular marker may be as difficult as proving the heritability of a phenotypic trait in a wild population.

An additional complication in the investigation of selection in wild fish populations is the high phenotypic variability in fish. In particular, large differences in growth rate and body size can be observed between, as well as within, populations. For example, the size range between populations of Arctic char is over 4000%, which compares to 250% between
species of Darwin’s ground finches (Allendorf et al., 1987). Within populations, coefficients of variation of phenotypic characters are usually far greater than 10% in fish, whereas they rarely exceed 5% in other vertebrates. In contrast, heritabilities are generally lower in fish, at least in morphological characters (Purdom, 1993). Such high phenotypic flexibility was thought to reduce the selective differential between genotypes and thus slow down the rate of evolutionary change (Wright, 1931), but there is now evidence that the plasticity of a trait evolves independently from the trait itself (Via et al., 1995) and is thus an integral part in the evolutionary response to environmental change (Thompson, 1991).

It is a common misconception that selection may change heritable characteristics within a population only over thousands of generations. Experiments with caged flies show that the resistance to ethyl alcohol vapours increased from a ‘knock-down’ time of 5 minutes to 28 minutes in only 60 generations (Weber & Diggins, 1990). In fish, even faster reactions to selection pressures were observed in introduced guppy (Poecilia reticulata) populations in Trinidad. Male guppies from a site with high predation introduced to a habitat without predators evolved new heritable life history parameters within only 4 years (approximately seven generations), while female traits changed after 11 years (18 generations) (Reznick et al., 1990). This fast adaptation to new environmental conditions illustrates the importance of adaptation in the evaluation of population responses to xenobiotics.

It is worth considering how selection could be demonstrated by the molecular markers commonly employed by population geneticists. In some species, a higher sensitivity of certain allozyme genotypes to pollutants could be shown, for example, in mosquitofish (Gambusia holbrooki), stonerollers (Campostoma anomalum) and fathead minnows (Pimephales promelas) (Diamond et al., 1989; Newman et al., 1989; Guttman, 1994). Often the mechanism of selection remained unknown, though in a few cases selection acting on the protein product of an allozyme locus itself has been demonstrated conclusively by establishing the superiority of certain allelic products (Gambusia holbrooki (Kramer & Newman, 1994), Campostoma anomalum (Guttman, 1994)). More usually, however, the observed differentiation is caused by selection acting on loci linked to the allozyme locus, rather than the marker itself (Maynard-Smith & Haigh, 1974). This is particularly true for most DNA markers (RAPD, microsatellites), which are presumed to be largely neutral to selection. Nevertheless, neutral DNA markers linked to genes involved in pollution tolerance have been used to identify tolerant individuals (Theodorakis et al., 1999).

In addition to single-locus differentiation and changes in genetic variability, selection may be detectable by testing data against expectations under a neutrality model, i.e. no selection (Lewontin & Krakauer, 1973). If the observed data deviates significantly from expectations, the assumptions of the model, one of which is the absence of selection, are violated (Endler, 1986). Whilst it is difficult to discard alternative explanations, the test may still be used to indicate the presence of selection.

Genetic differentiation due to adaptation to pollutants may also be detectable by investigating temporal changes in genotype frequencies: if differentiation is due to selection, allele frequencies in the exposed populations would be expected to be similar to the ‘starting trait distribution’ (Endler, 1986), and only in the course of generations to respond to selection. Clearly, such starting traits could be genotype frequencies estimated with molecular markers as well as non-molecular characters, such as tolerance measures, though with the latter measures, the genetic basis of the observed phenotypic variation has to demonstrated.
Unfortunately, starting trait distributions are not usually available in ecotoxicological investigations, although it may be possible to monitor larvae or juveniles immigrating into a polluted area.

### 7.2.4 Random genetic drift

One of the most significant short-term effects of pollutant exposure is the reduction in population size due to increased mortality and reduced fecundity. Such a ‘population bottleneck’ causes important changes in the gene pool, which may further increase the population’s vulnerability to extinction by demographic and environmental stochasticity. These processes in small populations are well known from population genetic models, and have been demonstrated empirically in wild populations. Subsequently, the three main concepts in the area – inbreeding, genetic drift and the effective population size – will be introduced and their relevance to the ecotoxicology of fish populations discussed.

As a simple hypothetical experiment, a large population may be divided into many subpopulations which are completely isolated from each other (Falconer, 1989). It is assumed that there is no mutation and no selection, and that each subpopulation has the same number of breeders. Considering a locus with two alleles, each subpopulation is a sample of the original population, with the mean allele frequency of all these samples being the allele frequency of the original population ($p_0$). The allele frequencies of the lines are distributed around this mean with the binomial variance for sample means, and the continuous sampling of alleles in each generation causes an irregular change in allele frequencies in each subpopulation (Fig. 7.1), only predictable in amount but not in direction. This process is called ‘random genetic drift’.

Due to the random fluctuations in allele frequencies, some alleles will be lost from the population just by chance. The likelihood of loss depends on both initial allele frequency and effective population size, and is largest for rare alleles in small populations (Fig. 7.2). Although these expectations were formulated for selectively neutral loci, the exposure to new xenobiotics may rapidly increase the adaptive significance of previously neutral alleles. For example, genes of detoxification enzymes such as the P450 system, which are normally not expressed and thus presumably relatively neutral, are a crucial component of survival in polluted environments. It is therefore dangerous to presume that models based on neutral loci have no relevance for the adaptability and evolutionary persistence of wild populations.

Probably more significant in the short term is the effect of genetic drift on the effectiveness of selection. In small populations, even strong selection cannot compensate for the large erratic fluctuation caused by random genetic drift, and the population is likely to become monomorphic (Fig. 7.3). Due to the random nature of these allele frequency fluctuations in small populations, deleterious genes have roughly the same probability of fixation as beneficial ones (Frankel & Soulé, 1981). Clearly, in populations exposed to pollution, such a relaxation of selection may prevent adaptation to the pollutant, and may thus increase the effects of exposure.

Because genetic drift overrides selection in small populations, the loss of particular genotypes is independent of their mutational load, and so the fittest genotypes have an equal chance to become extinct as the more affected genotypes. Therefore, a random increase in
Fig. 7.1  **Computer simulations of allele frequencies under the influence of random genetic drift.** Temporal fluctuations in allele frequencies are stronger in smaller populations (left) than in larger (right). In the very small population (left) and in one run, one of the alleles was lost after only 20 generations, although it started at a frequency of 0.5. Calculations according to Falconer & Mackay, 1996.
**Fig. 7.2** The loss of rare alleles per generation in a small population. The number of alleles remaining at a locus with initially four alleles is shown. Initial allele frequencies are:

A: 4 alleles with equal frequency (p₁ = 0.25, p₂ = 0.25, p₃ = 0.25, p₄ = 0.25)
B: 3 moderately rare alleles (p₁ = 0.85, p₂ = 0.05, p₃ = 0.05, p₄ = 0.05)
C: 3 rare alleles (p₁ = 0.94, p₂ = 0.02, p₃ = 0.02, p₄ = 0.02).

There is no selection and mutation. See Frankel & Soulé (1981) for calculations.

**Fig. 7.3** Theoretical distribution of allele frequencies among subpopulations when the dispersion is balanced by mutation and selection. The graphs refer to a recessive allele with a mutation rate of $10^{-5}$ a selection coefficient (proportionate reduction in fitness of the less favoured genotype) of $2 \times 10^{-4}$ and an $N_e$ of (a) 250 000, (b) 25 000, (c) 2500. At small population sizes selection cannot maintain polymorphism against genetic drift. © D.S. Falconer 1975, 1989, reprinted by permission of Pearson Education Limited.
Effects of Pollution on Fish

less fit genotypes will reduce the average fitness in the population, and may thus cause a
reduction in population size, leading to a further increase in genetic drift. This positive
feedback cycle is called ‘mutational meltdown’ and has been well established from com-
puter models (Gabriel et al., 1993). In particular, in populations where mutation rates are
increased (Chapter 2) and abundance is reduced (Chapters 3 and 5) due to mutagenic pollu-
tants, the extinction risk due to mutational meltdown may be quite considerable (Lynch et al., 1995).

7.2.5 Inbreeding

The second, closely-related approach for describing processes during population bottlenecks is to consider the amount of inbreeding in finite populations. Inbreeding is the mating
between related individuals which often carry the same alleles. Therefore, inbreeding in
population genetic terms is ‘the probability of an individual having both alleles at a locus
derived from the same ancestral allele’ (Crow & Kimura, 1970). As a consequence, the
heterozygosity, that is the proportion of heterozygous individuals, decreases over time
(Fig. 7.4).

![Fig. 7.4  Loss of heterozygosity in population bottlenecks of varying size. The percentage of initial heterozygosity remaining is shown. Calculated from equations in Crow & Kimura, 1970.](image)

In addition to reducing heterozygosity, inbreeding may result in the expression of reces-
sive deleterious mutations in inbred and thus homozygous individuals. This expression of
the mutational load of a population is called ‘inbreeding depression’, the reduction of fitness
in inbred individuals. Inbreeding depression is well known from many domestic animals
and plants (Thornhill, 1993), and there is also increasing evidence from wild populations
(Crnokrak & Roff, 1999). Inbreeding can affect most fitness characters, such as fecundity,
longevity, development and stress and disease resistance (Falconer, 1989; Frankham, 1998).

Although such individual inbreeding effects are well known, their consequences on the
population level are less obvious. Compensatory ecological and genetic effects may reduce
the population effects; for example, in great tits a higher egg mortality of inbred matings
was compensated by higher recruitment of hatched offspring (van Noordwijk & Scharloo,
1981). Furthermore, because inbreeding causes the expression of recessive deleterious
mutations, selection against such mutations will become more effective and they may be
eliminated from the population. This process of ‘purging’ reduces the genetic load and may increase mean fitness in the population (Lande & Barrowclough, 1987), although its effectiveness depends on the deleterious effect of mutation, the speed of inbreeding and the genetic mechanisms of inbreeding depression (Bijlsma et al., 2000). In contrast, if a decrease in average individual fitness causes a reduction in population size, inbreeding depression may further intensify (Lynch et al., 1993, 1995; Lande, 1996). Additionally, there is evidence for a direct link between inbreeding and population extinction from captive Drosophila (Bijlsma et al., 2000) and Clarkia pulchella (Newman & Pilson, 1997), together with wild butterfly metapopulations (Saccheri et al., 1998). In several taxa, the reduction of inbreeding by introductions of conspecifics from other populations has been shown to increase population viability and abundance (Vrijenhoek, 1996; Madsen et al., 1999; Ebert et al., 2002). As such, there is strong evidence that the expression of deleterious mutations during inbreeding may significantly decrease population abundance and may cause population extinction.

Perhaps not surprisingly, the effects of deleterious mutations during inbreeding also depend on environmental conditions. In stressful environments, inbreeding has much stronger effects than under benign conditions (Bijlsma et al., 2000). Moreover, there is evidence that inbreeding increases the sensitivity to stress (Dahlgaard et al., 1995) as the expression of deleterious mutations is environment specific, and purging of such deleterious mutation during inbreeding depends on environmental conditions (Dahlgaard & Hoffmann, 2000). Deleterious mutations that are not expressed may increase in frequency due to genetic drift and may cause further inbreeding depression once environmental conditions change (Bijlsma et al., 2000). Notably, this may also happen after the population has increased to reasonable levels and so a ‘history of inbreeding’ may cause population extinction of even moderately sized populations (Bijlsma et al., 2000). In the current context, such effects are particularly important as xenobiotic exposure changes rapidly with changing polluters and so even apparently recovered fish populations may be at risk from extinction due to genetic and environmental stochasticity.

7.2.6 Effective population size ($N_e$)

An important consideration for the assessment of the population genetic effects of pollution is the effective population size, a concept that standardises the effects of mating systems, demographic stability and other factors across populations. Genetic models usually assume ideal populations, where the sex ratio is 1:1, the family size is randomly distributed among breeders, and each generation has the same number of individuals (Gall, 1987). Clearly, these criteria are seldom met in wild populations. Thus, in order to obtain valid predictions, the actual population size has to be converted to the ‘effective population size’ ($N_e$) according to the deviations from idealised conditions (Falconer, 1989). In simple terms, $N_e$ can be seen as the size of an ideal population undergoing the same changes in genetic variability as the population observed.

In practice, $N_e$ is very difficult to estimate for wild populations (Ryman et al., 1981; Nelson & Soulé, 1987); however, there are several main factors affecting $N_e$. Firstly, all juveniles and non-breeding adults do not contribute to $N_e$, which is especially significant in highly fecund species with density-dependent recruitment. Many fish may in fact be the
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progeny of very few adults (Cushing, 1973; Nelson & Soulé, 1987). $N_e$ is also reduced by an unequal sex ratio, which can be seen intuitively by considering a male spawning with several females (Frankel & Soulé, 1981). All the offspring of these females will be half-sibs or full-sibs and much more closely related and genetically more homogeneous than had the females each mated with a different male. When a large proportion of the offspring are sired by only a few males, some of the original genetic variability will be lost.

$N_e$ is also inversely related to the variance of the lifetime family size (Nelson & Soulé, 1987). A large variance in lifetime family size has a similar effect as skewed sex ratios; large families contribute disproportionally to the next generation. The lifetime family size is especially important in iteroparous fish (Nelson & Soulé, 1987); firstly, as a result of the large fecundity of many fish and associated density-independent mortality, resulting in orders-of-magnitude variation in cohort strength (Cushing, 1973), and secondly, individuals surviving longer have more offspring than those dying shortly after maturity. In fish, this effect is enhanced by the fact that the fecundity increases with body size (Bagenal, 1973) and therefore with age. As such, a fish surviving twice as long after maturity has more than double the number of offspring.

If the size of the population varies largely between generations, the overall $N_e$ is more affected by the smaller-sized generations than the large ones. The breeding survivors of a population ‘crash’ contain only a sample of the original genetic variation; all future generations will have a corresponding deficit in genetic variability (Frankel & Soulé, 1981).

Combination of the above factors means that except in heavily managed hatchery populations, $N_e$ is often an order of magnitude smaller than the census number of individuals (Nelson & Soulé, 1987). In a review of terrestrial and freshwater animals, Frankham (1995) estimated $N_e/N$, that is the effective population size as a proportion of census numbers, to vary between 0.05 and 0.8, with a mean of 0.11. However, there is evidence that this ratio may be considerably lower in marine species, where reproductive success may be very biased among individual spawners (Hedgecock, 1994) and estimates suggest $N_e/N$ ratios of 0.003 in red drum (*Sciaenops ocellatus*) (Turner *et al.*, 1999) and of $10^{-5}$ in New Zealand snapper (*Pagrus auratus*) (Hauser *et al.*, 2002). In fish populations exposed to pollutants, these estimates may be even lower, as many adults may not be reproducing because of poor health, endocrine disruption or other factors, and some year classes may effectively fail because of catastrophic pollution events. It may therefore be misleading to conclude from large census population sizes that populations are not in danger of losing genetic diversity, and indeed, in New Zealand snapper a decline in genetic diversity was found, despite an estimated census population size of 3 million fish (Hauser *et al.*, 2002).

7.2.7 The importance of genetic diversity

Reductions in population size (population bottlenecks), including those caused by pollution, may cause considerable loss of genetic diversity, and consequently reductions in viability, adaptability and evolutionary potential of affected populations. There are two main aspects of genetic diversity: the qualitative aspect, that is the allelic diversity, the number of different variants of a gene available in the population; and the quantitative aspect, or heterozygosity, which is the proportion of heterozygous individuals, and thus concerns both the number and the frequency of alleles. The distinction between these two aspects is
important, as rare alleles do not contribute much to heterozygosity but may nevertheless be vital for the adaptation to new environmental conditions. Indeed, it is a dictum of evolutionary genetics that genetic diversity is necessary for evolutionary change (Carvalho, 1993). Genetic variability within a species may therefore be crucial to its evolutionary persistence (Frankham, 1995), and its ability to evolve and speciate, although on an evolutionary timescale, lost genetic variability may be regained by mutation (Nei et al., 1975) and gene-flow.

If environments are affected by pollution, genetic variability may be a more medium-term or even short-term concern, as it is a necessity for adaptation to environmental changes (Lynch, 1996). Future environmental conditions, including pollutants, are usually unpredictable, and there is little understanding of the adaptive value of specific alleles or allele combinations (Ryman, 1991). The conservation of as much allelic diversity as possible is thus of utmost importance for the maintenance of the adaptability of a species (Frankel & Soulé, 1981).

However, the quantitative aspect of variability, heterozygosity, may be a crucial factor for the viability and short-term survival of a population (Frankham, 1995). Indeed, a large body of evidence has been collected demonstrating heterozygote advantage in fitness traits including survival, growth, reproductive success, disease resistance, oxygen consumption and other traits (Mitton & Koehn, 1975; Beardmore & Ward, 1977; Altukhov & Varnavskaya, 1983; Handford, 1983; Danzmann et al., 1988; Gentili & Beaumont, 1988; Ferguson & Drahushchak, 1990; Vrijenhoek et al., 1992; McAlpine, 1993). There is also some evidence for a heterozygote advantage in pollution tolerance. In mosquitofish, populations exposed to radionuclides showed higher allozyme heterozygosity than unexposed populations, possibly indicating selection for heterozygotes (Theodorakis & Shugart, 1997). In acute laboratory tests with low pH and high aluminium concentration, heterozygous mudminnows (Umbra limi) were more tolerant than individuals with less genetic diversity (Kopp et al., 1992). In other studies, the relationship between heterozygosity and pollutant tolerance was less clear, often because of the superiority of one of the alleles with intermediate heterozygotes (Nevo et al., 1981; Lavie & Nevo, 1982; Guttmman, 1994; Kopp et al., 1994).

The mechanisms underlying correlations between heterozygosity in supposedly neutral molecular markers, usually allozymes, and fitness parameters are not well understood (Vrijenhoek, 1996). Possible explanations include a heterozygote advantage at the loci under study (Zouros & Pogson, 1994), at effector loci closely linked to the molecular marker (Maynard-Smith & Haigh, 1974), or simply that more homozygous individuals are more likely to be inbred (Ledig et al., 1983). It has also been suggested that allozyme heterozygotes may have a lower maintenance metabolic rate, and so an energetic advantage over homozygotes in stressful environments (Hummel & Patarnello, 1994; Bayne & Hawkins, 1997). Non-monomeric enzymes of heterozygotes may also be protected from direct chemical interactions with pollutants by heteroduplex chains which neither of the homozygotes possess (Hummel & Patarnello, 1994).

Despite many uncertainties, and the fact that many studies could not detect heterozygote advantages or even found evidence for superior performance in homozygotes (e.g. Christiansen et al., 1977), it is widely accepted that there is a positive relationship between heterozygosity and fitness (Allendorf & Leary, 1986). Therefore, a population losing heterozygosity may be less able to cope with environmental stresses such as pollution.
In contrast to individual heterozygosity, the importance of genetic diversity for population survival is less well demonstrated. Although molecular markers have been used extensively to assess the level of genetic variation at adaptive traits, and thus the adaptive potential of the population, the correlation between molecular and quantitative variation is uncertain (Carvalho et al., 2003). Since most adaptive characters are typically under polygenic control, and the expression of such genes is subject to genotype-environment interactions, the dynamics of quantitative traits is highly complex, and often independent of molecular measures (Butlin & Tregenza, 1998; Reed & Frankham, 2001). Moreover, the genetic architecture of complex traits, including dominance and epistasis, although dependent on population-level processes (Barton & Turelli, 1989), may respond to selection and evolutionary history in fundamentally different ways than molecular variation (Lynch, 1996; Hedrick, 2001). Although some studies demonstrated an increase or a reduction in molecular variation (e.g. Guttman, 1994), such differences in variability are likely to reflect past changes in effective population size and should not be taken as a predictor for adaptive genetic variation or indeed for ecological persistence or evolutionary potential.

However, populations exposed to anthropogenic pollutants offer the opportunity to investigate selective changes at specific genes involved in xenobiotic metabolism and carcinogenesis. The function of many of these genes, for example, those encoding for enzymes of the P450 system or oncogenes, in relation to specific pollutants is well known (Wirgin & Waldman, 1998), thus allowing the investigation of the temporal and spatial dynamics of specific gene loci under selection in wild populations. Furthermore, the level of expression of such genes can be assayed by modern molecular methods, and so the regulatory as well as the structural component of genotypic variation can be assayed. Hopeful beginnings in this direction have been made from research in insecticide resistance genes (Wilson, 2001). Research on such functional genes may not only provide insights into adaptation to xenobiotics, but may also help to bridge the gap between molecular diversity, adaptive genetic variation and fitness in wild populations.

7.3 Impacts and their consequences

7.3.1 Sublethal molecular and cellular response and the potential for selection

Despite living in contaminated environments, some marine organisms can successfully reproduce, develop and grow. This ability to tolerate a cocktail of contaminants is due to the possession of a variety of defence mechanisms. Much work has been focused on characterising and evaluating many of these mechanisms, or ‘biomarkers’, for their use in determining pollutant exposure and its effect. The presence of these biomarkers may confer a selective advantage to the organism by allowing, for example, the detoxification of pollutants and the faster removal of contaminants from the organism. Moore and Willows (1998) proposed that lysosome rich animals with high intralysosomal ROS (reactive oxygen species) generation, as well as high MDR (multi drug resistance), would be more tolerant of pollutant stress, and that differing lysosomal protective capacities underly species-specific sensitivity or resistance to pollutants. Holland-Toomey and Epel (1993) showed that sea urchin embryos from a pristine environment did not possess the MDR phenotype and were
thus sensitive to hydrophobic toxins. Fossi et al. (1989) showed higher MFO (mixed function oxidase) activity in *Gobius niger* from a polluted port and this was suggested as possibly being a genetic adaptation.

Pollutants may exert selective pressures which are reflected in changes in the genotypic make-up of populations, potentially resulting in the greater expression of these mechanisms. This is illustrated by the evolution of genetically resistant populations at chronically polluted sites (Depledge, 1996). Several authors have shown a shift in genotype frequencies as a possible indicator of pollutant exposure (Mortimer & Hughes, 1991; Patarnello et al., 1991; Hummel et al., 1995; Snyder & Hendricks, 1997; Newman & Jagoe, 1998), but generally there is little indication of the phenotypic consequences of this selected genotype. The link between measurable change at the genotype, for example, changes in allele frequency, has yet to be fully linked with the greater expression of detoxification or protective biomarkers, such as CYP450.

Although organisms from a polluted site may express a higher rate of activity in, for example, the MFO system, it is difficult to ascertain whether this is part of a genetic response or physical acclimation, where highly conserved mechanisms of protection are activated.

A small number of authors have attempted to address this problem, and have examined the physiological changes that occur as a result of the genotype. Hoffman (1995) showed changes in glutathione S-transferase (GSH), MFO, and acetylcholinesterase (AChE) activity in *Chironomus riparius* after selection to DDT and malathion. Jernelov (1988) showed increased tolerance to acid waters in the fish *Tribolodon hakoniensis* after long-term exposure (15 generations) to humic, acidified water. It was suggested that the mechanism for this is via chloride excretion cells which are part of the osmoregulatory system and which can provide acid tolerance through hydrochloric acid excretion. Selected fish were also shown to have higher numbers of red blood cells.

Hilbish and Koehn (1985) showed a greater ability for salinity adaptation in populations of *Mytilus edulis* that possessed a specific genotype, with an excretion rate of ammonia and amino acids nearly twice that of alternate genotypes. Lavie and Nevo (1982) showed that zinc resistance in marine gastropods probably depended on a decrease in permeability and an increase in excretory ability. Copper resistance was suggested to be conferred by a detoxifying mechanism allowing copper concentration in resistant animals. Lavie and Nevo (1982) suggested that allozyme variation, in their ability to form metal complexes, could explain the differential survivorship of allozyme genotypes.

Nagel and Voigt (1989) derived a cadmium tolerant population of *Chlamydomus reinhardtii* from a cadmium-sensitive cell wall-deficient strain by long-term selection. Cadmium tolerance was shown to be derived from alterations in the metabolic pathways associated with the chloroplast and not by increased efficiency of a particular detoxification system. Cytochrome P450 (CYP450) has been shown to be part of a selective response in insects by Zhang et al. (1997), who found that CYP450, part of the monooxygenase system, plays an important role in housefly resistance to pyriproxyfen, a juvenile hormone analogue.

Although there has been a large amount of work done on genetic adaptation to polluted environments, much of this has concentrated on gross differences in genotype with the aim of using genetic structure and frequency changes as a biomarker. Relatively little
investigation has been made into the physiological consequences of selection or, con-
versely, the way in which activation of highly conserved adaptations, such as the MDR and
MFO systems, may increase the potential for selection in an impacted environment.

Such investigations are made difficult by the highly subtle and discrete nature of
many of these sublethal responses. The relatively long life span of many of the organisms
under test makes experimental examination of selection a difficult undertaking. At present,
there is insufficient information to fully understand causal mechanisms and satisfactorily
link selective pressure to sublethal responses that may give rise to changes in populations,
communities and ecosystem structure. Genetic variation should be examined in the labora-
tory in association with sublethal toxicity testing in an attempt to further establish causal
mechanisms. However, the identification of the genes, gene complexes and modulators
of gene expression which actually determine the characteristics of enzymes, metabolic
processes, detoxification mechanisms and excretory systems is an extremely large task
(Depledge, 1996).

7.3.2 Differential mortality and fitness effects

The selection of certain responses to pollutant-induced selection pressure will lead to the
survival of certain genotypes at the expense of others. Critical laboratory experiments using
marine organisms show that inorganic and organic pollutants cause fast differential mortal-
ity, indicating that allozyme genotypes are selected by the environment (Nevo, 1998). The
sensitivity of allozymes to environmental stress through differential mortality reflects the
adaptive nature of the surviving individuals (Moraga & Tanguy, 1997). Nevo et al. (1986)
demonstrated that marine species with a higher genetic diversity were more resistant to
pollutants. Hawkins et al. (1989) claimed a positive relationship between growth rates of
individual mussels and heterozygosity measured at polymorphic enzyme loci. These results
suggested that fitness is positively correlated with heterozygosity.

Theodorakis et al. (1999) demonstrated an increase in fecundity and a reduction in DNA
strand breakage in fish (Gambusia affinis) from a contaminated site, that possessed a
specific genotype, compared to those which did not.

At the sublethal level, the viability of an organism (i.e. its ability to survive) can be
assessed by direct physiological measurement (e.g. heart rate activity or behaviour) or
from extrapolation from sublethal biomarkers such as increased subcellular perturbation.
Although there is a wealth of information on how genotype selection can effect individual
survivorship, there is a dearth of experimental evidence linking genotype selection and phe-
notype expression. Furthermore, the consequences of sublethal responses in terms of whole
animal mortality are poorly understood, which further increases the problem of establishing
causality.

7.4 The evolution of tolerance

A significant proportion of literature looking at the potential effects of toxicant exposure on
genetic variability of natural populations has focused primarily on two important issues: that toxicant exposure may result in a loss of adaptability and subsequently, the possibility
of population extinction; and that it may select for resistant genotypes which may have reduced fitness (in relation to non-resistant genotypes) in the absence of exposure. If either of these issues is justified then this may have serious implications in terms of ecology and evolution (Forbes, 1999).

7.4.1 Intrapopulation diversity

Individuals of a particular species are generally not uniformly distributed in space, but exist in ‘clusters’ or local populations. This is, however, sometimes difficult to define as the boundaries between local populations are often blurred, with individuals tending to migrate from one local population to another.

In the study of evolution, the concept of a gene pool is useful (i.e. the aggregate of the genotypes of all the individuals in a population), and the existence of genetic variation is vital for evolution to occur. For example, if at a certain gene locus all individuals of a given population are homozygous for exactly the same allele, then evolution cannot take place at that locus because the allelic frequencies are not able to change from generation to generation. In contrast, in a different population where there are two alleles at a particular locus, evolutionary change can take place in this population, and one allele may increase in frequency at the expense of the other (Ayala & Kiger, 1984).

Individuals which have advantageous variations are more likely to survive and reproduce, and as a result, useful variations will become more prevalent through the generations, whilst harmful or less useful ones will be eliminated. Individuals may differ in phenotype (i.e. a morphological, physiological, biochemical or behavioural characteristic of an individual organism or group of similar individuals) as a result of genetic and/or environmental differences. The major sources of variation in phenotype as described by Futuyma (1998) include:

**Differences in genotype** (i.e. in the DNA sequence at one or more loci): Although most genetic variations can be transmitted through either eggs or sperm, some are strictly maternally or paternally inherited. Different genotypes often differ in phenotype.

**Differences in environment**: Features such as physiological and behavioural traits may be affected by immediate or very recent environmental conditions, and may change repeatedly throughout life. Additionally, differences which persist through part or all of an individual’s lifetime may be caused by environmental differences experienced very early in development, or even in the egg.

**Maternal effects**: These refer to characteristics of the offspring which are not due to the genes they inherit from their mother, but rather to non-genetic influences, such as the amount or composition of yolk in her eggs, the type of maternal care she provides, or her physiological condition whilst carrying eggs or embryos. Differences among mothers may be due to either their genotypes, nutrition or other environmental factors.

Differences among individuals may therefore result from non-genetic maternal effects or by environmental factors which act on an embryo before birth/hatching, rather than genetic differences.

With respect to pollution, this may either kill an organism or effect a variety of processes such as increasing mortality or reducing somatic growth rate. It may elicit the expression of
genes which would not otherwise have been expressed, i.e. the induction of enzymes, and consequently variation which was of little importance in the unpolluted environment may now distinguish survivors from non-survivors (Walker et al., 1996). Therefore, survival may depend on having alleles which increase detoxication enzymes (Terriere, 1984; Oppenoorth, 1985).

Although pollutants act on individual organisms, at a higher level this may also have an effect on the population/community, and therefore both individual and population aspects may be integrated by looking at the effects on the gene pool. If a population is affected by a pollutant, and the appropriate genetic variation exists within that population, then the gene pool will change. In contrast, if pollutants affect individuals (e.g. cause death), but this in turn does not have an effect on the population, then there will be no effect on the gene pool (Moriarty, 1983).

With respect to changes in gene pools, Moriarty (1983) outlined the following points. Firstly, if the appropriate genetic variation does not exist within a population, then the gene pool will be unaffected by a pollutant even if the population is affected. Secondly, species differ in their susceptibility to pollutants and if the gene pool of one species is affected, it does not automatically follow that the numbers of all other species in that habitat which lack the appropriate genetic variability will have been reduced. Finally, an increase in the proportion of a particular genotype as the degree of exposure to a pollutant increases, does not by itself prove that the pollutant has caused the change in the gene pool.

Cuvinaralar and Aralar (1995) looked at resistance to a heavy metal mixture in Oreochromis niloticus (Cichlidae) progenies from parents chronically exposed to the same metals. Adult Oreochromis niloticus and their progenies (F-1) were exposed to a mixture of mercury, cadmium and zinc for a two month period. Survivors were grown to sexual maturity in a natural environment, spawned, and the progenies (F-2) of the exposed F-1 (EF(1)) exposed to another mixture of zinc, cadmium and mercury, both in a static and static-renewal system. For control purposes, another group of F-2 from unexposed F-1 (UF1) received the same treatment, and results showed that in both exposure systems, survival of the F-2 of EF(1) was significantly higher than those from UF1. Cuvinaralar and Aralar (1995) conclude that exposure of the parental stock resulted in the culling of individuals that were more susceptible to the heavy metals. The more resistant members of the population which have the ability to adapt to the toxicants were able to pass on the resistance to their offspring. Cuvinaralar and Aralar noted that the results were supported by other studies in the field which demonstrate high resistance in populations of organisms living in contaminated sites.

### 7.4.2 Interpopulation differentiation

Differences among populations arise by the transformation of genetic variation within populations into variation among populations, due to changes in allele frequencies that transpire differently from one population to another (Futuyma, 1998). Differences among different geographic populations of the same species have been studied in depth, and as a result these studies of geographic variation have provided an insight into the mechanisms of evolution.

If distinct forms or populations have overlapping geographic distributions, such that they occupy the same area and can frequently encounter each other, they are sympatric.
Populations with adjacent but non-overlapping geographic ranges that come into contact are parapatric, and populations with separated distributions are allopatric. The genetic and phenotypic differences between populations of a species vary from slight to very pronounced, and may occur over short or long distances. Often, allele frequencies (the proportion of gene copies in the population that are of that allelic type) differ among populations at some loci, but not others, and the same is true of phenotypic characters (Futuyma, 1998).

As already mentioned above, differences among populations arise by the transformation of genetic variation within populations into variation among populations. Similarly, with respect to variations between populations, Futuyma (1998) makes the following three points. Firstly, a species is not genetically uniform over its geographic range. Populations differ in allele and genotype frequencies, often considerably and in many different characteristics. Secondly, differences among populations range from slight to great, and it may be difficult or even arbitrary to determine if populations belong to one or more than one species. Conspecific populations vary in the degree of reproductive isolation, and even in characters that ordinarily distinguish higher taxa. Finally, variation among conspecific populations forms a continuum with variation among species.

With respect to interpopulation differentiation as a result of pollution, three ‘natural system’ studies were initiated at Miami University, Oxford, Ohio, in order to demonstrate whether a relationship existed between changes in population genetic structure and exposure to contaminants in natural systems. These studies additionally investigated whether a cause-and-effect relationship existed between contaminants and sensitivity to toxicity of individuals with different genotypes.

The first of these studies conducted by Gillespie and Guttman (1989) sampled fish and selected benthic macroinvertebrates from a stream flowing through a uranium reprocessing facility in south-western Ohio. Sites were sampled both above and below the production area as the stream had received a significant amount of radionuclide contamination from processing activities, and the level of contamination had remained high relative to upstream sites in recent years. Patterns for PGM (phosphoglucomutase) in stoneroller minnows (Campostoma anomalum) were found to indicate a marked shift in allozyme frequency between the upstream and downstream sites, with the majority of change occurring over a distance of less than 500 metres. Examination of genotypic proportions indicated the same pattern, with the PGM-BB genotype increasing significantly from upstream to downstream. Similarly, under laboratory conditions, toxicity testing of copper in fish collected from upstream of the facility, together with a local stream, suggested that stonerollers with the PGM-AA and PGM-AB genotypes were more sensitive to copper toxicity than fishes with the PGM-BB genotype. Therefore, C. anomalum with certain allozyme genotypes may be more sensitive to the toxic effects of specific contaminants and complex effluents than individuals with other genotypes (Guttman, 1994).

The second study undertaken by Kopp et al. (1992) used horizontal starch-gel electrophoresis to characterise the genetic structure of central mudminnow (Umbra limi) populations from acid-stressed (low pH/high aluminium) and non-acid stressed sites in the north branch of the Moose River (NBMR), New York. The aim of this study was to determine if environmental shifts were accompanied by detectable shifts in genetic structure. Central mudminnow populations in the NBMR were characterised by significantly lower heterozygosity levels at stressed sites than reference sites. Additionally, several genetic loci
demonstrated consistent or moderately consistent genotypic shifts in comparisons between populations at reference and low pH/high aluminium sites. Populations at acid-stressed sites were also characterised by higher frequencies of one particular allozyme, suggesting that environmental conditions were acting as a selective force. In acute laboratory toxicity tests, the most tolerant fish were significantly more genetically variable, indicating that genetic diversity may be beneficial to the survival of individual fish experiencing physiological stress (Kopp et al., 1992).

Similarly, in the third study, Benton et al. (1994) compared the genetic structure of mosquitofish (Gambusia holbrooki) and freshwater snail (Helisoma trivolvis) populations from two sites at the Department of Energy Savannah River site (South Carolina). Samples taken from one site were contaminated with high levels of arsenic, cadmium, chromium, copper and zinc in both the water column and sediments as a result of effluent from the nearby power plant, together with samples from a second, control site from a nearby reservoir (Par Pond). Distinct genetic patterns within the contaminated habitat, combined with data from other published work, suggested that selection for tolerant genotypes may have occurred in both species. In mosquitofish, a particular genotype associated with small body size appears to have been favoured in the contaminated environment (Benton et al., 1994).

Weis et al. (1999) looked at the teratogenetic responses and degree of tolerance of Fundulus heteroclitus (mummichog) populations to methylmercury from both clean and polluted environments. They found that embryos of F. heteroclitus taken from unpolluted areas of eastern Long Island, New York, showed a wide variety of embryological malformations when exposed to methylmercury at concentrations greater than 50 μg l⁻¹. However, considerable variation in the severity of response was found in eggs from different females. Some females produced embryos that were extremely resistant to the exposure, whilst other females produced embryos that were very susceptible or of intermediate susceptibility. This degree of tolerance was thought to be linked with the number of dorsal fin rays of the female, and consequently this high variability in tolerance allows the population to be better able to withstand an influx of mercury contamination.

Weis et al. (1999) subsequently studied a mummichog population living in a contaminated estuary in New Jersey which has elevated levels of heavy metals and other contaminants within the sediment. Very few females in this population were found to produce eggs susceptible to methylmercury, and most embryos were tolerant with respect to the production of embryological malformations, although this tolerance is not seen in larvae after hatching, nor in adults. Phenotypic variability seen within the clean population was not seen in populations from the polluted estuary, and this may reflect reduced population genetic diversity. Adults from the polluted population were additionally found not to grow as well or live as long as the reference population, but become reproductive sooner, an evolutionary strategy for perpetuating a population in a stressful environment (Weis et al., 1999).

Keklak et al. (1994) identified genetic differences between populations of mosquitofish from a uranium-contaminated stream using starch gel electrophoresis. Fish collected from the uncontaminated mainstream of Upper Three Runs Creek (South Carolina, USA) were found to exhibit greater genetic variability than those which were collected from the contaminated Tims Branch. A toxicity assay was performed to determine if these genetically distinct mosquitofish also displayed enhanced uranium tolerance, and times to death were compared for fish from an uncontaminated site and offspring of fish taken from the
uranium-contaminated Tims Branch. Keklak et al. (1994) found that after seven days of exposure to 2.57 mg l$^{-1}$ of uranium as uranyl nitrate, 98% and 96% of the population from the uncontaminated site had died in the replicate tanks. In contrast, the final mortality of the offspring from the population previously exposed to uranium was 25% and 57% in the replicate tanks. They concluded that fish derived from the uranium-contaminated site were more tolerant than those from the uncontaminated site, and that because these were second generation fish, this tolerance probably had a genetic basis.

However, Klerks and Lentz (1998) investigated the occurrence of adaptation to lead and zinc in the western mosquitofish Gambusia affinis inhabiting the industrially contaminated Bayou Trepagnier (Louisiana, USA). Levels of lead and zinc in water and sediment were found to be considerably higher in Bayou Trepagnier than in a nearby control stream, and tissue metal levels of mosquitofish were highly elevated for lead and to a lesser extent, zinc. Fish collected from Bayou Trepagnier and exposed to zinc in a 96 hour laboratory bioassay were found not to differ in their sensitivity to zinc from conspecifics collected from a control site. In contrast, Bayou Trepagnier fish were found to exhibit an increased resistance to lead, although this difference to lead between Bayou Trepagnier fish and control fish was no longer evident when both groups of fish were kept for 34 days under identical clean water conditions in the laboratory. Klerks and Lentz (1998) concluded that although a genetic basis of the difference in resistance between the two populations cannot be fully excluded, it appears that the elevated lead resistance in Bayou Trepagnier mosquitofish is due to acclimation (physiological, individually-based) rather than adaptation at the population level.

Similarly, Klerks et al. (1997) examined physiological acclimation, genetic adaptation and genetic differentiation in darter gobies (Gobionellus boleosoma) inhabiting a coastal marsh with a long history of PAH contamination. No acclimation was detected and a two week pre-exposure at the polluted site resulted in a decreased rather than an increased resistance in a subsequent laboratory exposure to polluted sediment. Additionally, fish collected from sites with elevated sediment PAH levels did not exhibit an increased resistance in bioassays with polluted sediment, confirming the lack of acclimation and indicating a lack of adaptation to the pollutants. Klerks et al. (1997) also detected no differences in frequencies of allozyme genotypes when comparing gobies from the polluted area to those from a nearby control site, and overall levels of heterozygosity were found to be similar in the two populations. They concluded that whilst lack of UV-induced toxicity in laboratory exposures could have played a role, at least four other factors may explain the apparent lack of adaptive responses and genetic differences. Firstly, bioavailability of the contaminants to the darter goby may have been low. Secondly, the contaminated marsh contained a large number of different chemicals, and acclimation, adaptation and genetic differentiation are expected to be less likely when more contaminants are involved. Thirdly, the hydrocarbon distribution at the contaminated marsh was very patchy so fish may avoid exposure to the highly-contaminated sediment. Fourthly, gene flow may be sufficiently high in this mobile species to prevent local adaptation.

With respect to invertebrates, Grant et al. (1989) investigated mapping the ecological impact of heavy metals on the estuarine polychaete Nereis diversicolor from Restronguet Creek, Cornwall, UK, using inherited metal tolerance. They collected animals from a variety of sites in Restronguet Creek (which has a history of metal contamination), the adjacent Mylor Creek and the uncontaminated river Avon, and these were subsequently bred in the
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laboratory. The offspring were grown until they were of sufficient size for toxicity testing, and simultaneous tests were carried out on field derived animals of the same size. Results showed that although the most contaminated site in Restronguet Creek was adjacent to the metal-laden Carnon River, animals from the site further upstream showed the greatest tolerance to both metals. Tolerance to copper declined steadily, moving from the head to the mouth of Restronguet Creek, and the mean survival time for worms from the mouth of the estuary was only slightly elevated from those of the Avon worms. In the adjacent Mylor Creek, the LT$_{50}$ at a given copper concentration was found to be comparable to that for worms from the uncontaminated Avon estuary. In contrast, only animals from the most contaminated site and that further upstream showed tolerance to zinc. Animals from the rest of Restronguet and Mylor Creeks showed no evidence of being more tolerant to zinc than those from the uncontaminated Avon.

Given that it was the offspring of worms that were found to be substantially more tolerant to both copper and zinc, these overall observations indicated that copper and zinc tolerance in *Nereis* has a large heritable component. More recently, Millward and Grant (2000) have also described copper tolerance in nematode communities from the same estuarine system. Grant *et al.* (1989) suggest that these studies provide strong evidence for an ecological impact by both metals in Restronguet Creek, although the different spatial distributions of the two metal tolerances in *Nereis diversicolor* indicate that the two phenomena are not closely linked either genetically or physiologically. Additionally, as the degree of metal tolerance reduces rapidly as the level of contamination decreases, the authors suggest that metal tolerant individuals are competitively inferior (see section 7.4.4) to normal individuals in clean environments as found in other non-marine species (Luoma, 1977). The study by Grant *et al.* (1989) would seem to support the suggestion made by Luoma (1977) that mapping of tolerant ecotypes can be used to demonstrate real ecological impact of pollution. In the study with nematodes, Millward and Grant (2000) suggest that pollution-induced community tolerance (PICT) can be used rather than species specific studies, the advantage being that it is faster, requiring less taxonomic expertise.

In invertebrates, altered life history is seen as part of the syndrome with tolerant populations generally showing a shorter life cycle and higher reproductive effort (Posthuma & Van Straalen, 1993). Tolerance involves the modification of existing physiological mechanisms for pollutant detoxification. In *Drosophila melanogaster* it involves duplication of the metallothionein gene whilst in *Orchesella cincta* it may be associated with altered frequency of Got-alleles involved in altered energy use as suggested for other Krebs cycle enzymes in mosquitofish *Gambusia holbrooki* (Kramer *et al.*, 1992). In contrast, in arthropods from contaminated sites, tolerance was found to be associated with low 70 kDa stress protein levels. In this case it appears that selection of insensitive phenotypes in long-term polluted soil had occurred and was associated with increased selectivity in food choice (Kohler *et al.*, 2000). Long-term selection for high HSP70 levels was not observed, indicating a trade-off between this strategy and other fitness consequences.

### 7.4.3 The speed of adaptation

A direct correlation between the amount of genetic variation in a population and the rate of evolutionary change by natural selection was demonstrated mathematically with respect to
fitness, by Sir Ronald A. Fisher in his Fundamental Theorem of Natural Selection (1930). Fisher states that: ‘The rate of increase in fitness of a population at any time is equal to its genetic variance in fitness at that time’ (fitness being used here as a measure of relative reproduction rate).

This Fundamental Theorem applies only under particular environmental conditions and strictly to allelic variation at a single gene locus. However, the greater the number of variable loci and the more alleles there are at each variable locus, the greater the possibility for change in the frequency of some alleles at the expense of others. This requires selection favouring the change of some trait(s) and that the variation be relevant for the trait(s) being selected (Ayala & Kiger, 1984).

Whether a population will be eliminated or adapt to an introduced stress depends on the rapidity of onset, severity of the stress, and the capacity of the population to adapt to it (Weis et al., 1999). With respect to the mummichog (*Fundulus heteroclitus*), Mitton & Koehn (1975) suggest that the polygynous mating system of this species allows for rapid gene frequency changes and, therefore, rapid evolutionary responses to a variable environment. In invertebrates, genotypic adaptation can be achieved in a few generations (Posthuma & Van Straalen, 1993).

Weis et al. (1999) discussed the speed at which a shift of embryonic tolerance could occur in *F. heteroclitus* from an unpolluted site. They note that in 1982 an unusually large amount of rainfall and associated run-off of pesticides near one of their study sites resulted in over 40% of the females producing non-viable eggs. In addition, those fish which produced viable eggs generally produced tolerant ones with respect to abnormalities such as cardiac and skeletal defects (Weis & Weis, 1984). Accompanying the shift in methylmercury tolerance was a trend toward increased dorsal fin rays of the females that produced viable eggs (increased dorsal fin rays in female *F. heteroclitus* already being associated with increased embryonic tolerance to methylmercury (Weis et al., 1999)). Weis et al. (1999) hypothesise that this influx of contaminants, including chlorinated hydrocarbon pesticides, resulted in the marked changes in reproductive success. They note that the normal variability in the population allowed some fish to produce viable eggs, and these were the ones whose eggs were more resistant to methylmercury, indicating that when a population is variable to begin with, a change in overall tolerance can happen very quickly. The following summer, the tolerance to methylmercury returned to its normal heterogeneous state (Weis et al., 1999).

### 7.4.4 The costs of adaptation

Evolutionary response to pollution and contaminants, including xenobiotics, is known as ‘resistance’, and this resistance has a genetic basis. Pollution often results in unfavourable environmental change, and resistance usually defends organisms against the deleterious consequences of pollution. This defence may reduce an organism’s mortality rate, although generally at the expense of another function, i.e. using energy and/or nutrients which could otherwise have been used for reproduction or somatic growth. Defence may therefore involve a trade-off between production and survival, i.e. increased survival may only be obtained at a cost of reduced growth or reproduction (Walker et al., 1996).

The fitness of a particular allele depends on the environment in which the carrier lives and the allele may be termed ‘resistant’ if it increases the fitness of its carriers in a polluted
environment. Similarly, in unpolluted environments, if resistant alleles are outperformed by ‘susceptible’ (i.e. non-resistant alleles), then the resistant alleles are said to have a ‘fitness cost’. As previously mentioned, if alleles exist which affect production rate but not mortality rate, selection acts to maximise production rate. Similarly, if alleles affect mortality rate but not production rate, selection acts to minimise mortality rate. However, it is not always possible to alter one life history trait without affecting the other if mortality and production are involved in a trade-off (Walker et al., 1996). It is likely that a decrease in mortality rate can only be achieved at the cost of a decrease in somatic growth rate, as resources allocated to protective mechanisms (defences) which decrease mortality rate are therefore not available for somatic growth. This trade-off does however depend on the organism’s environment. An effective defence in one environment may have no impact in another (i.e. defences against pollution are of no value in unpolluted environments) and therefore trade-offs are environment-dependent (Walker et al., 1996).

If genes are expressed in polluted environments that were previously absent or silent, then evolutionary outcomes may differ between polluted and unpolluted environments, and their populations may be genetically distinct. Such differentiation can be studied by a ‘transplant experiment’ which involves transplanting individuals from a number of environments to a common environment in which their life history components are then measured. Previous studies have indicated that, as predicted, resistant strains are fitter in polluted environments, and susceptible strains fitter in unpolluted environments. This results in a ‘fitness cost of resistance’, i.e. the resistant alleles which are fitter in the polluted environment are less fit than susceptibles in the unpolluted environment (Walker et al., 1996).

Weis et al. (1999) looked at the eggs of Fundulus heteroclitus (mummichog) populations from two sites: Piles Creek, a contaminated estuary of the Newark Bay system (USA), and an uncontaminated area of eastern Long Island, New York (USA). They found that eggs of fish from the polluted site would only fertilise successfully at reduced salinities rather than full strength seawater (Bush & Weis, 1983). Eggs from the unpolluted populations were however found to fertilise successfully over a larger range of salinities from 10–30‰. If the eggs from the polluted site, stripped into 30‰ seawater, were subsequently transferred to 15‰ within one minute, successful fertilisation could occur. Weis et al. (1999) suggest that this population may have adapted so narrowly to the specific conditions of its habitat (salinity approximately 15–20‰) that it has lost some of its euryplasticity present in the unpolluted population. Consequently, the development of tolerance to methylmercury at the cost of reduced genetic variability in the population, may reduce their ability to deal with natural stresses or other types of pollution.

Genetic variation in relation to water quality was demonstrated by Heithaus and Laushman (1997) who used three freshwater fish species to investigate the effects of ecology, life history, and water quality on genetic variation. Etheostoma caeruleum (Rainbow darter), E. blennioides (Greenside darter) and Campostoma anomalum (Central stoneroller) were sampled from six streams of varying water quality. Using allozyme electrophoresis, the most ecologically specialised species, E. caeruleum, was found to be the least variable, E. blennioides intermediate in specialisation and variation, and the least specialised species, C. anomalum, the most variation. Populations in the river with the worst water quality (Huron River) were found to have the lowest within-population variation, and therefore genetic variation may be a useful indicator of water quality. Heithaus and Laushman (1997)
note that genetic variation may result from selection associated with specific loci (e.g. PGM-2 in stoneroller minnows); however, indirect effects on population size probably contributed to the erosion of genetic variation. They concluded that ecology, life history and pollution tolerance data combine as predictors of species’ risk of genetic erosion.

In laboratory-based selection experiments using *Drosophila melanogaster*, cadmium-resistant lines were found to pay a fitness cost in unpolluted environments. This was demonstrated with fecundity being reduced by 44% and emergence weight reduced by 4% in females (Shirley & Sibly, 1999). Back crosses indicated that resistance was due to a single sex linked gene. Furthermore, the life history traits affected were produced by a single gene and were dependent on the same metabolic pathway which also appeared associated with metallothionein production. In this species metallothionein production is known to be linked to genes on the X-chromosome. The study illustrates how single or closely linked genes can have large antagonistic pleiotropic effects on life histories (Shirley & Sibly, 1999).

Under a metal requirement hypothesis, it has been suggested that metal tolerant organisms, by virtue of their tolerance mechanism, are less efficient at the uptake and use of metals. This suggests that with metal tolerance comes an evolved dependency for high metal concentrations (Posthuma & Van Straalen, 1993). A consequence of this is that micronutrient deficiency might occur in metal tolerant organisms maintained in clean environments and that this might explain the reduced fitness of tolerant individuals in these situations. If this mechanism does explain the ‘cost of tolerance’, evidence to date suggests that it is very species specific. For example, in the midge *Chironomus riparius*, cost of cadmium tolerance was identified with animals showing high control mortality and increased larval development time (Postma et al., 1995a). High control mortality has also been observed in metal tolerant *Nereis diversicolor* (Burlinson & Lawrence, in prep.). In the case of *Chironomus*, it appears that reduced growth and reproduction were a direct consequence of a zinc shortage. Mortality, however, was not reduced in the presence of zinc (Postma et al., 1995b). This increased need for zinc may therefore provide evidence for the metal requirement hypothesis, despite the fact that zinc was not the metal for which the animals had acquired tolerance. However, in the plant *Mimmulus gutatus*, no evidence has been found to support the theory in relation to vegetative growth or reproduction (Harper et al., 1997, 1998). Similarly, in *Nereis diversicolor*, no evidence has yet been found to support the theory in relation to survival, growth or reproduction (Burlinson & Lawrence, in prep). It is, therefore, likely that a cost to tolerance that involves an evolved dependency for high metal concentrations might only occur in specific cases. It seems intuitive to suggest that this might be linked to cases where the evolution of tolerance has involved the selection of insensitive phenotypes (section 7.4.2; Kohler et al., 2000).

### 7.4.5 The identification of tolerance genes

Individuals which are homozygous resistant are known as ‘resistant individuals’. The relative resistance of heterozygotes measures the degree of dominance of the resistant allele. This degree of dominance affects the speed with which an allele spreads, with advantageous dominant alleles spreading faster initially than recessive alleles. To establish the number of loci involved, breeding experiments over several generations are usually conducted using homozygous strains. A homozygous resistant strain is crossed with a homozygous
susceptible strain, with the offspring being heterozygous at all loci. These offspring are then back crossed with the parental strains, and half the offspring of these back crosses are expected to be heterozygous if only one locus is involved. However, if more than one locus is involved, less than half of the offspring show resistance (Walker et al., 1996). Statistical techniques can be used to estimate the number of genes involved, but the validity of these assumptions needs to be checked. When discrimination between genotypes is difficult, as is often the case in resistance studies, further experiments may be required and these may include repeated back crossing or the use of genetic markers which map the positions of resistant genes on the chromosomes. Using studies of this type, major genes (i.e. genes with large effects) are found in most cases of resistance (Walker et al., 1996).

A variety of laboratory studies (Gillespie & Guttman, 1993; Guttman, 1994) have shown that organisms with different allozyme genotypes vary in their tolerance to the toxicity of various toxicants. As a result, specific allozyme genotypes may be selected for as they contribute to resistance with respect to the toxic effects of pollutants. Similarly, allozyme analysis could still be used as a marker of genetic susceptibility or as an estimate of genetic variation in populations, even if allozyme variation is not directly adaptive or contributes in a minor way to genetically-based resistance (Gillespie & Guttman, 1999). Genetic variation is an ecologically important variable, and allozyme variation may be a useful tool in monitoring populations of organisms that are susceptible to environmental chemical pollutants (Ben-Shlomo & Nevo, 1988; Gillespie & Guttman, 1993; Kopp et al., 1994; Gillespie, 1996; Evenden & Depledge, 1997). Consequently, it may subsequently prove valuable for risk analysis in ecotoxicology (Guttman, 1994; Evenden & Depledge, 1997).

However, future research involving population genetic structure and ecotoxicology needs to be undertaken. According to Guttman (1994) this research should focus on determining the mechanism of sensitivity, documenting multigenerational effects of chronic laboratory exposure on population genetic composition, investigating whether previously stressed and genetically impacted populations are more susceptible to further natural and/or anthropogenic stressors, and establishing the utility of population genetic structure as a sensitive monitor of impacts in aquatic systems and their subsequent remediation.

7.5 References


Burlinson, F.C. & A.J. Lawrence (in prep.) Heavy metal tolerance and its fitness consequences in *Nereis diversicolor*.


8.1 Introduction

8.1.1 Aims and objectives

Earlier chapters in this book have developed the scientific themes associated with the impact of xenobiotics on fish and fish populations. The purpose of this chapter is to link pollution impacts on fish with the wider world of social, economic and human health aspects. This is achieved through the following specific objectives:

(1) To explain through the bio-economic model how the biological, social and economic spheres of activity interact in terms of fish exploitation systems
(2) To briefly describe the structure of the EU fisheries sector, including the nature of the production system, policy environment and market for fish
(3) To review what is meant by quality of the fish and how quality can be influenced by environmental and anthropogenic activities
(4) To examine the impact of anthropogenic activities on the quality of fish populations
(5) To examine case studies which show the social, economic and health impacts of xenobiotic influences in relation to fish (and shellfish) populations
(6) To discuss the implications for the health of human populations that consume fish.

This is a prodigious task as each of the aforementioned fields has its own theoretical basis, research ‘hot spots’ and component sub disciplines. Therefore, it would be reasonable only to lay down the broad framework that governs the interactions of xenobiotic impacts in the wider domain of human activities. The bulk of the chapter will therefore be devoted to the socio-economic aspects with only a passing mention of human health consequences of xenobiotic influences. The chapter will establish some of the principles of interaction between the biological, social and economic parameters in the context of the bio-economic model and its variants. It will also draw attention to the main legal instruments that are set down to control xenobiotics influences in fish. These sections will be used as a basis to develop the discussion of the impact of xenobiotic influences on the ‘quality’ of fish and fish populations in the European Union (EU) but, where appropriate, bringing in other case study examples.
Figure 8.1 shows in summary how xenobiotic influences on fish and fish populations (as shown in terms of survival, growth, condition and levels of bioaccumulation) might equate with activities in the production chain for fish products. This chain embraces the main locations where social, economic and health aspects of human populations, dependent on fish, come to the fore.

### 8.1.2 The bio-socio-economic model

Whilst the domain of the biology and ecology of fish populations is separate from socio-economic parameters, the disciplines are brought together in the context of the bio-economic
model (Gulland, 1977; Panayotou, 1982; Hannesson, 1993). The history of models of this type dates to the mid-1950s (Schaefer, 1954; Beverton & Holt, 1957) and were created in an attempt to synthesise variables that would improve the management of production in marine fisheries. Essentially, the model consists of a stock yield curve (see TF in Fig. 8.2) which shows the effects of a series of inputs of fishing effort in terms of the yield (that can be measured as revenue, tonnage, etc. but in this case US dollars). This is therefore the meeting place where it is possible to assess the effects of xenobiotic influences on fish stocks, as those influences – largely independent of fishing effort – will exert their own effects on individual fish and ultimately therefore, fish populations.

The Schaefer curve is probably the most famous illustration for promoting the concept of maximum sustainable yield (MSY), which has been a starting place for many of the arguments relating to resource sustainability (Schaefer, 1954). The curve models the interaction of fishing effort on a single stock, and the zenith of the curve (MSY) is the point where to input further effort leads to a reduction of yield per unit effort (Fig. 8.2). Ideally, it would be best to locate the level of fishing effort at, or just below, MSY; however, in practice this is difficult to do without risking exceeding the zenith and incurring the ensuing biological and economic penalties. More preferable for fisheries managers and resource users is to locate fishing effort at a point that gives the optimum economic benefit without threatening the stock: this point is termed maximum economic yield (MEY). Thus in Fig. 8.2, for E (MEY) the return on the level of effort invested in the fishery yields substantial profits once the costs of fishing have been accounted for.
Intermediate between MEY and MSY is a further theoretical point where overall effort has increased, yet there is a better dispersion of costs between profit and the earnings of individual fishermen involved in the fishery. This point in Panayotou’s model (Panayotou, 1982) is known as maximum social yield (MScY). Clearly from Fig. 8.2, it can be seen that the generation of surplus at either MScY or MEY levels of effort is determined by the position of the total costs of fishing (line TC). This line emanates from the origin and bisects the stock curve (TF) at point K where resource rent derived from the fishery is zero (see zero resource rent in Fig. 8.3). The resource rent may be defined as the difference between the
value of output (i.e. fish catch) and the opportunity cost of labour and capital needed to produce it, and represents the income that has been earned by the owner of the natural resource (Collins et al., 1998).

It is possible in practice for the TC line to move towards either the x or y-axis. These movements are likely to be triggered by changes in the costs associated with fishing, e.g. divergences in fuel costs, labour, insurance and other financial variables. Should the level of fishing effort be at the point E_oAE then it could be seen that the yield of stock has now fallen (per unit effort) because the level of effort has built up beyond MSY. Thus this has the effect of reducing the spawning stock biomass and eliminating the ‘profit’ surplus. The line TC1 exaggerates this effect and shows a point on the curve where the stock has collapsed and the economic and social benefits have ceased to flow.

The bio-economic model has a utility, at least conceptually, in demonstrating the link between the biological, social and economic domains. Nevertheless, the model also attracts criticism in that in practice, it has proven very difficult to determine the points of MSY, MScY and MEY. Furthermore, the model is based on the exploitation of a single stock of fish and this seldom reflects the reality of most commercial fisheries where a multispecies model would be more appropriate. Nevertheless, it is clear that lethal xenobiotic influences would have a marked effect on the yield curve (TF) in that the standing stock of fish would be reduced and thus there would be repercussions on the economic and social yields from the fishery. Similarly, revenues would also be depressed in the yield curve if sublethal xenobiotic effects affected the quality of individual fish in the catch.

Calculating the economic and social dislocation caused by xenobiotic influences needs to take account of not only the loss of resource rent but also the change in fiscal values over time. This would involve calculations of net present value to arrive at a determination of a more realistic assessment of the impact (Lipsey, 1963). Economic damages measured this way are equivalent to a capital sum that has been lost as a consequence of a once-only event (Collins et al., 1998). This approach is important in that there are instances where catastrophic xenobiotic effects have resulted in the full or partial closure of a fishery and have thus adversely affected future income streams (Cohen, 1995; Goodlad, 1996).

Figure 8.3 shows a diagrammatic representation of a fish sector, in this case using Shetland as an example. This is in effect a qualitative but detailed description of the interrelationships between the 23 000 inhabitants of Shetland and the fish resources upon which the local economy is dependent (Crean, 1999). The diagram shows how the membrane of the Community Councils embraces the key economic, social and organisational characteristics of the Islands’ activities.

8.2 The fish sector of the European Union

8.2.1 Introduction

The real world interactions of the biological, social and economic variable of the Panayotou’s bio-economic model can be observed in the fish sector of the European Union (EU). The term fish sector denotes the existence of an industrial base that depends on the commercial production of large quantities of captured and cultured fish. The production
centres are located in the 15 countries that make up the EU, but by far the greatest activity takes place in those countries that have a maritime boundary (Saltz, 1991). There is also a north-south separation where the activities of the so-called ‘Common Pond’ of the northern EU states account for a far greater production than those states with a Mediterranean boundary.

The EU fleet captured 6.777 million tonnes of fish in 1994; however, almost as much fish again as was caught in this period was imported to EU countries from other fish producing nations (MAFF, 1995). The highest catches of fish and shellfish in the EU were made by vessels from Denmark, Spain, the UK and France. 80% of the catch of EU fish came from within the Common Pond, which is bounded by the 200-mile Exclusive Economic Zone. The catch was valued at over 5 billion ECU. The EU fleet at that time consisted of 96 133 vessels which had a gross registered tonnage of 1.954 million. The engine power of this fleet was 7.923 million kW. Nearly 300 000 persons were involved full-time in catching fish and up to a further 1 million involved in the ancillary industries of shipbuilding and repair, fish processing and marketing. In addition, the EU produces large quantities of cultured fish and this is a rapidly expanding business. In the UK, for example, the 1998 production of cultured fish totalled 130 825 tons, with an estimated value of 449 949 ECU (Federation of European Aquaculture Producers, 1999).

Clearly, the fish sector is a developing component of the federal economy of the EU and assumes great importance in the relative microcosm of fisheries-dependent areas, e.g. Brittany, Galicia, Humberside, Jutland and Shetland (European Commission, 1992).

8.2.2 The Common Fisheries Policy (CFP)

The fundamental policy that governs the interaction of the social and economic variable in the fish sector of the EU is the Common Fisheries Policy (CFP). In the context of the relationship between the xenobiotic and socio-economic variable it is important to briefly establish the nature of this policy. The following paragraphs describe the origins, structure and function of the policy as it affects the fish sector of the EU.

The CFP has its origins in the Treaty of Rome (1957) and this is the foundation upon which the early aims and objectives were established. At that time the fish sector was regarded very much as a minor part of a common market dedicated to trade in agricultural products. In practice the aims and objectives of the CFP have been developed incrementally (European Commission, 1991; Symes et al., 1994). The following statement gives some idea of this situation:

‘to provide for rational and responsible exploitation of living aquatic resources and of aquaculture, while recognising the interest of the fisheries sector in its long term development and in its economic and social conditions and the interests of consumers taking into account the biological constraints, with due respect for the marine ecosystem.’

The CPF’s adherence to the Treaty of Rome has led to the establishment of the principle of ‘equal access’ for Community fishermen with respect to the disposition of fish resources. Whilst this approach, up to a point, satisfies the social equity aspect of the policy it has not proved a suitable basis for management of the community’s fish stocks (Symes, 1996).
Indeed, implementation of this principle has been constrained by two countervailing forces: ‘relative stability’ and ‘rights of establishment’, both of which support the status quo in terms of access to particular fisheries. Several derogations have been obtained to prevent full expression of ‘equal access’, ostensibly to provide protection to inshore fishermen. The most notable include the reservation of a 12 mile limit for the coastal states’ own fishing interests.

Historically, the CFP has comprised three distinctly separate policy features relating to structures, markets and conservation. The building of the CFP was initiated in 1976 and was largely disposed to making provision for access to fish resources, the guarantee of supplies of fish to the consumers and the maintenance of market conditions. The development of a conservation policy came later with the passing of two regulations: the first identified appropriate technical measures, and the second setting out the details of total allowable catches (TACs) and national quotas for fish stocks. It was intended that these regulations would operate for a 20-year period. A mid-term review was undertaken in the early 1990s, the revised CFP resulted in the establishment of a Community system for fisheries and aquaculture production to run until 2002 (European Commission, 1991).

Currently, the CFP is driven by a legislative programme that requires action by the European Commission: regular revision, as with the annual review of TACs; periodic revision of the Multi-Annual Guidance Programme (MAGP) now in its third series (1993–96); occasional action in response to specific, often short-run, problems such as introduction of temporary measures to protect the EU’s coastal markets from the effects of surges in imported fish supplies; and the continuing development of CFP, which is likely to take on increasing significance with the approaching expiry date for existing legislation. The need for joint actions, integrating fisheries and related policy areas, is a growing feature. One example is the evolution of a joint strategy for coping with the socio-economic impacts of the structural and conservation measures in conjunction with DGs V (Employment, Industrial Relations and Social Affairs) and XVL (Regional Policies), including the incorporation of fisheries measures in the revised system for the European Structural Funds and the development of new measures for financial aid to the fishing industry (Symes et al., 1994).

8.2.3 The crisis in EU fisheries: interdependence or independence in relation to xenobiotic influences?

Despite the existence of the CFP and the attempts to bolster its flexibility to respond to challenges in the social, economic and environmental domains, the policy has not been able to tackle problems that have unerringly drawn the fish sector into crisis. The Community’s policy lacks a formal structure (indeed is apparently divorced from any identifiable planning methodology) and has been changed ad hoc in response to the problems of the industry, with a strong emphasis always on maintaining the status of the commercially exploited fish stocks. Unfortunately, the major fish stocks upon which the Community depends have, despite intense regulation, slipped beyond the brink of serious overfishing to the point where they are no longer sustainable. The failure to slow the rate of stock decline, let alone develop sustainable fisheries, has led the fishing industries of the Community into a crisis which has deepened over the last 20 years (European Commission, 1994).
The conditions of the north-east Atlantic exemplify the problem. This prolific fishery was probably the first in the world to exhibit signs of overfishing in the modern era. The region has recorded one of the longest periods of sustained decline, production falling from 13.2 million tonnes in 1976 to 11.1 million tonnes in 1992, a reduction of 16% (Symes, 1996). The catastrophic erosion of fisheries productivity in this region is disturbing given that fishery managers have not been able to sustain the stocks despite the extensive expertise and advanced scientific methodologies that have been made available (Pope, 1982; Sparre, 1994). One of the overwhelming difficulties has been that the managers have found that in practice that it has proved virtually impossible to balance catches with catching power, this despite implementing a capacity reduction process – the Multi-annual Guidance Programme (MAGP). Unfortunately, the modest achievements in reducing capacity have tended to be offset by continuing efficiencies in the development of new technology. Thus, it has proved necessary to continually re-appraise MAGP targets. Despite the operation of three MAGP phases, fleet cuts by as much as 40% were still being mooted by the Commission in 1996 (Fishing News, 1996). The Commission criticises the ineffective implementation of MAGP in that a balance has not been reached between catches and vessels, but there have been substantial losses sustained by the coastal communities of the Community. The fishing ports of Hull and Grimsby, UK, for example, once boasted one of the largest distant water fishing fleets in the world, numbering 180 vessels. However, during a profound period of restructuring initiated in the late 1970s and early 1980s, this fleet was reduced to five vessels. The decline in the number of fishing vessels has not been confined to East Yorkshire, nor the distant water subsector of the fleet, and overall in England and Wales during the period 1983 to 1989 there was a capacity reduction of 38% in gross registered tonnage. With respect to the actual vessel numbers of 1983 this represents a loss of a quarter of the fleet (European Commission, 1992).

The profound changes in the structure of the fleet have impacted on the regions dependent on fishing. It has proved difficult to assess the importance of fishing to the coastal communities of England and Wales in absolute terms (numbers unemployed, loss of earnings, etc.). However, a regional socio-economic study of the UK fisheries sector undertaken in the early 1990s (European Commission, 1992) commented that:

‘difficult adjustment problems will occur in most of the 23 local areas examined. They will be most serious in Grimsby, Newlyn, Whitby, Lowestoft, Hull, Brixham and Fleetwood where concentrations of fishing activities are greatest.’

There was obviously a substantial loss of jobs in fishing at this time, but this is not apparent from the figures that were available.

Inevitably, this adverse socio-economic situation has given rise to conflict at all levels in the fisheries of the Community, whether at sea between different fleets or around the negotiating table between different nations. In the majority of cases the problem is that there are simply insufficient resources available to sustain the coastal communities that depend on fishing for their livelihoods. As a consequence, in an effort to preserve their businesses, large numbers of fishermen have opted to become part of the illegal trade in fish (Symes, 1996). The real size of commercial catches is further obscured as a result of the vast tonnage caught in the ‘Common Pond’ of the Community that whilst brought on board fishing
vessels is not landed in port and for a variety of reasons is thrown away at sea. The following statement taken from the European Commission (1991) gives some idea of the scale of this problem:

‘in the North Sea discards of haddock may exceed what is retained from a single trawl. The global estimate for 1985 was 460 million discarded individuals, whereas landings amounted to 500 million...’

One of the most acute symptoms of the crisis in the EU fish sector is the phenomenon of discards (Crean & Symes, 1994). This paper identified the principle cause as the failure of management regulations generated by centralist authorities operating an access regime where there is effectively a ‘free for all’ approach to exploitation strategy. However, when access arrangements are controlled by communal institutions, discarding tends not to occur, as there are intrinsic controls in place that will limit catching efficiency; and supply is closely tied in to local demand. Crean and Symes (1994) argued that discards are a symptom of the incoherence and discord of existing policy, and therefore systemic changes to the regulatory system are necessary and should be accompanied by a radical alteration of the decision-making structure. They compared the discrete, selective and balanced approach of exploiting resources held in the trust of the community and the wasteful practice of discarding that is made legitimate by the CFP. As such, the fishermen, the food industries that use fish and the maritime communities dependent on fishing as a source of income and employment have all suffered from the effects of uncontrolled exploitation. This has been demonstrated by a sharp decline in the numbers of full-time fishermen, shortages of certain prime fish species and the depression or even disappearance of fishing as an occupation in the coastal communities of the EU (Collet, 1996; Delbos & Prémel, 1996).

The European Commission has tried to respond to these difficulties, and would argue that it has made, and continues to make, serious efforts to address the problems of the fisheries sector. A variety of regulatory schemes have been tried to alleviate the crisis (European Commission, 1991). Unfortunately, despite determined approaches to counteract overexploitation, the introduction of new regulatory measures has failed to stem the erosion of the fisheries and as a result, the European Commission now feels that it must go even further in its attempts to protect the fish stocks. As such, they have approved a 30% cut in fish catches to be brought in over a five year period.

The failure to alleviate the crisis demonstrates that there are problems which are deeply rooted and not easily remedied, and most believe that even the newly proposed cuts in catches will not contribute to solving the Community’s fisheries problems. It has been stated that it is the design, content and inadequacy of the CFP itself that is the main source of the problems that afflict the fisheries sector (Holden, 1994; Symes, 1995). The fundamental assumptions and basis of the CFP are in question, and the UK industry is not alone in calling for political reform whilst some are calling for withdrawal from the CFP (Ashworth, 1996).

On examination of the CFP in more detail, it is apparent that the policy relies heavily on the assumption that it is possible to manage the fisheries by applying strategies based on bio-economic theory. However, there is a growing recognition that the principles of the theory are insufficient by themselves to enable the development of a workable management policy for fisheries. Bio-economic theory fails to model in an appropriate way the true,
unpredictable behaviour of fisheries in an uncontrollable (some believe chaotic) ecological system (Wilson & Kleban, 1992). Instead, it has substituted a false notion of predictability for stock behaviour (and economic returns) upon which the basic working principles of the CFP, TACs and quotas are established. It is argued that a more realistic exploitation regime would need to be based on a multispecies model. Unfortunately, these are by definition more complex and would likely be more difficult to implement. This dilemma has been neatly summarised by Holm (1995):

‘... where the simplifications of the single species model destroy its predictive capabilities, the realism of multi-species models create unmanageable complexities ...’

In an effort to countermand the inherent problems in the CFP, the maritime governments of the Community have deployed an intense and excessive regulatory strategy. This in turn has led to the development of an operational split in sectoral activities: the fishermen and their organisations have become the production component whilst the government has adopted responsibility for the regulatory function. This dichotomy has led to ‘fall out’ being generated by the adverse interaction of the fishermen and the resource regulators. The fishermen argue that they have been disenfranchised by the policy generating and implementation mechanisms (Symes, 1996). They have responded by circumventing the regulatory system to maintain a competitive edge at the expense of the resource.

The effects of the crisis in the fisheries of the Community have been felt acutely in the UK. Whilst it would be simplistic to blame the Community’s role in the management of fisheries for all that has happened since the UK joined the EEC, the British fishermen would point to the loss of fishing opportunities that followed as the single most devastating change in that period. The very terms of the UK’s entry with respect to fisheries have left a permanent scar in some quarters of the country and this has always been a source of discontent to be fuelled by the various crises that have hit the Community’s fisheries. The UK’s fishing industry suffered considerably at the time of the declaration of Exclusive Economic Zones (EEZs), and its virtual exclusion from distant water grounds was hampered at that time by membership of the EEC. As a consequence, UK landings from distant water grounds fell from 246 000 tonnes in 1975 to 10 000 tonnes in 1986 (Symes, 1992). Unfortunately, to the chagrin of the British fishing industry, the shortfall in distant water landings could not be made up from increased catches in the seas under the control of the Community, including the coastal waters of the UK. A particularly inflammatory statistic at the time of UK accession to the Community was that approximately 70% of the stocks available to Community fishing vessels lay within the notional EEZ of the UK, but the UK had access to 37% of these resources (Ashworth, 1996). This sense of lost ‘ownership’ of fish stocks has never been satisfactorily dealt with by any of the measures emanating from Brussels and to this day, some 25 years on, is still an issue (Ashworth, 1996).

Clearly, the situation with respect to problems inherent in the CFP and the general decline in the base of fish stocks could be exacerbated by xenobiotic effects of anthropogenic origin. The key factors acting in concert would have the capacity to further reduce the viability of the EU’s fish stocks and the industries dependent on them. The social and economic repercussions would be profound, as resource rents, already parlous with respect to non-viability, would become negative (Collins et al., 1998).
8.3 The quality of individual fish (intrinsic and extrinsic characteristics), scarcity and its effects on consumer health and behaviour

The preceding section has outlined the broad political, social and economic factors which affect fish production in the EU. These factors impact not only on the viability of fish populations but also on the composition and quality of specimens and individual fish species. Therefore, within section 8.3, the principles of how fish quality is defined and how changes are determined will be discussed. Fish quality is a complex area of objective and subjective interactions, and the quality in the suitability of fish as food is influenced by both intrinsic and extrinsic factors.

8.3.1 Intrinsic quality in fish

Intrinsic quality is the sum of those attributes which are inherent in the harvested raw material (Connell, 1990; ASMI, 1998). It is determined by the physico-chemical condition of the fish at the time of harvest, and by the individual’s species, sex, stage of maturity and other physiological characteristics. Intrinsic quality can change with the fish’s condition, which may be regarded as an index of fatness (i.e., the net effect of all physiological processes). The only way in which man can intervene with the intrinsic quality of the fish is by fish cultivation (aquaculture). Indirectly, man influences the intrinsic quality of the fish by preserving or damaging the environment, and the environment condition is therefore reflected in the physical and chemical condition of the organism present in the environment. Some intrinsic characters such as levels of pollutants in the tissue are clearly anthropogenic.

Generally, the larger size individuals can command a higher price for two main reasons. Firstly, there is more flesh on the larger specimens and they are easier to handle and process. However, size is not necessarily related to the quality of flavour, although it has been reported that when other variables are equal, large specimens of individual fish are of higher quality than smaller fish of the same species (Burgess et al., 1965). Secondly, Connell (1990) indicated that small fish of the same species tend to have a higher post-rigor pH than larger species, which leads to greater microbiological activity. The rate of deterioration varies with size, although larger fish tend to deteriorate at a slower rate than smaller fish (both of the same and differing species). Between species, the rate of deterioration additionally varies with habitat and season, possibly due to the composition of the inner biological flora and the environment in which they live.

In general, the sex of a fish is relatively unimportant in influencing market prices. However, for some species such as the capelin (Mallotus villosus), there is a segregation between sexes in the shoals and this will influence the value of the catch as the roe carries a price premium (Connell, 1990).

Physiological changes attributable to seasons occur in all fish species (Connell, 1990) but tend to be less noticeable in shellfish and more noticeable in pelagic species such as sardines, sprat, herring, mackerel and anchoveta. Poor condition (i.e., emaciation) usually relates to post-spawning periods and winter conditions and this is reflected in the flesh composition which when eaten, is generally soft and gelatinous. The quality (condition) is also affected after intensive feeding periods. For example, in herring, fat is stored as a liquid
rather than a solid and as a result, the fish are susceptible to a damaging condition called ‘belly-burst’. Within the same species, the poor condition season may vary between different fishing grounds and can extend through several months. Differences may even be found between individuals caught at the same ground.

8.3.2 Extrinsic quality in fish

By contrast, extrinsic quality is determined by the methods employed in the harvesting, handling, processing and storing of fish catches. Correct handling procedures will result in fish of high extrinsic quality, and incorrect handling methods will result in loss of extrinsic quality. Deterioration in the extrinsic quality is caused by the action of microorganisms and other biochemical changes which take place in the fish tissues after death. The most important factors which influence the maintenance of fish quality post harvest are the storage and handling conditions up to the point of consumption (Connell, 1990), and this includes exposure of the fish to stress during capture and landing aboard the fishing vessel. Of particular importance is the duration of the soaking time which may be defined as the ‘time that the fish (in the fishing gear) is in the water prior to being landed’. Throughout the catching, handling, landing and marketing process, intrinsic quality remains constant whereas extrinsic quality will change.

The quality of fish in markets is determined by size, freshness, species, fat content, age and sex. Depending on the market, the individual characteristics of fish quality will show a differential. Overall, the markets require good quality products that will not affect the consumer’s health and will satisfy their needs.

Raw material for a processor may be the finished product for a retailer, and thus each of them values quality according to their needs and takes different measures to achieve good quality. It is expected that prices reveal the effort on quality, and often in markets the measure of quality, and thus the price, is only related to the species and the size of the individuals. Even though size is very important, other aspects should, and in some cases are, also taken into account by many consumers (Amhed & Anderson, 1994; Nielsen et al., 1997).

Rigor mortis (or rigor) is the term used to describe the stiffening of muscle tissue that occurs shortly after an organism has died. It occurs in all vertebrates but length of time before onset of rigor and the duration of rigor are influenced by a number of intrinsic and extrinsic factors. In fish, the species, size of individuals, condition and method of capture all influence the rapidity of the onset of rigor (Burgess et al., 1965; Hultin, 1984). Once rigor has ended, tissue decomposition is accelerated.

The manipulation of the conditions which affect rigor in fish has a pronounced effect on fish quality. In most commercial activities, operators seek to delay the onset of rigor and slow the rate at which the fish catch passes through rigor.

Primary deterioration signs are easier to detect on the external surfaces of gills and/or organs, which is where freshness and spoilage tests are done. Quality deterioration in fresh raw fish has two different causes – microbiological and non-microbiological (Connell, 1990). The first is attributable to microorganism activity on the external surfaces and the gut of fish. Prior to rigor, the high pH of the fish flesh inhibits microbial activity; however, once rigor has passed, microorganisms are free to invade the fish. The subsequent degeneration of the fish flesh is characterised by a well-defined sequence of changes in biochemical and
organoleptic properties of the fish (Connell, 1990; Seafish, 1998). There are marked changes in odour and flavour of the fish flesh and there are more wide-scale changes to the overall morphology of the fish. These changes include an intensification of bacterial slime on skin and gills, increasing cloudiness of the fish’s eyes, loss of gloss to the fish skin, loss of scales, and the peritoneum becomes dull and is easier to separate from the internal wall (Connell, 1990).

Non-microbiological deterioration is mainly caused by the action of enzymes naturally present in the flesh; in life they are involved in tissue building but after death they become involved in degradative reactions (Connell, 1990). Thus, the development of rancidity is catalysed by enzymatic actions after mortality of those fish species that contain oils.

pH can be utilised to determine the quality of the fish. After death, glycogen in the fish is converted into lactic acid, lowering the flesh pH. Bacteria, which cause spoilage, are more active in flesh which has a high pH (Connell, 1990). This particular factor has been suggested as causing poor quality characteristics of some species such as the ‘gaping’ in filleted cod (Burgess et al., 1965), ‘chalkiness’ in halibut (Geiger & Borgstrom, 1962) and ‘honey-combing’ in tuna.

8.3.3 The fish trade and quality

The fish sector and its associated markets have evolved rapidly since the early 1970s with the emphasis shifting from quantity to quality. World-wide fish stocks are diminishing and although the aquaculture sector is growing, the marine harvest is still the main contributor to the market. Concepts such as sustainable development, health and quality programs and conservation of species are having their impact. Quality is an attribute that enhances the value of the product, not just because of health factors but also because consumers are willing to pay more for a fresh fish.

According to the Fisheries Commission, the Community market in fisheries products is now characterised by six traits:

(1) Major changes in patterns of consumption, leading to two separate markets: fresh and processed or manufactured products
(2) Dominant share of the retail share in fisheries products
(3) A large and increasing gap between demand and supply
(4) Globalisation and dovetailing with the international markets
(5) Increased, integration in the industry, leading to a reduction in time and costs of transport, given by the evolving, technology in communication and information systems
(6) Consumers are more aware and demanding of the nutritional, health and hygiene requirements of products.

Objectives that are driving the new market include the following: responsible fishing and trading; greater involvement of operators in the management of the market; encouraging competitiveness among the Community producers; promoting market transparency and integration through co-operation between the various parts of the industry; keeping the market open to international trade in a context of a fair competition; and promoting quality in the field of fishery products. To accomplish these objectives it is suggested that quality
remains an aim through all levels of the industry and that supply should closely match consumers’ requirements in terms of price, quality, availability and regularity.

Quality and health standards should be developed (i.e. labels) for imported and exported fish products in accordance with international commitments and signed instruments. This action would benefit both the consumers and the industry. The former are increasingly more aware and interested in the quality and nutritional value of their meals. Such characteristics are considered higher in fresh, packed products that are highly perishable. This would also benefit the industry since a better quality would add value to the product.

Market organisations should encourage responsible fishing, promote dynamic and professional organisations, and implement improved mechanisms for achieving better quality; it is the Commission’s duty to make proposals along these lines. As a result, the market would be ruled by marketing standards (minimal capture sizes), production structure, intervention arrangements – adapting these to the specific characteristics of the market and its segmentations (fresh or processed) and market transparency by giving information of the product to the consumer (name, production methods, origin, freshness category), and by certifying responsible fishing. In both cases demand should act as the arbiter penalising conduct against stock conservation and/or environmental protection.

These factors outline issues affecting the quantity and quality of fish populations, and have set the scene for a more detailed consideration of the social and economic input on xenobiotic influence.

8.4 Xenobiotic influences on fish quality

When a fish is subject to xenobiotic influences in polluted waters, it will begin to accumulate toxins in its body. The degree to which they affect the fish and its different organs will vary with the substance, its concentration, the species affected and the organ involved. The most affected organs are kidney, liver, skin, gills, heart and gonads, and activity can vary depending on the substance. This can be detected by observing the changes in enzyme activities (i.e. peroxidase activity), which are often used as bio-indicators of the fish and environmental conditions (Bhatnagar et al., 1992; Lichtenfels et al., 1996; Vethaak et al., 1996; Chitra & Kumar, 1997).

Fish will additionally become stressed by xenobiotic influences and this in turn will affect the immune system, making individuals more susceptible to diseases and parasites (Grinwis et al., 1998). The relationship between pollutants, stress and parasites is sometimes used as a bio-indicator of the ecological condition of the water body (Zharikova et al., 1995).

Other, more subtle effects of pollutants in fish have also been reported and among them are the possible changes in hormones by endocrine-disrupting chemicals that can affect fish reproduction. Pollutants have additionally been linked to the development of skin diseases as a consequence of bacterial infection, although it is difficult in some situations to separate these effects from those attributable to other factors, i.e. the catching and handling process can also result in skin damage.

Clearly, all these interactions will affect the consumers’ perceptions of the fish. Any increase in the condition of the fish will make the fish more desirable for consumers, whereas any increase in the bioaccumulation of pollutants will decrease the value. The
consumers’ reactions will be reflected in their willingness to purchase fish and therefore, there may be impacts on fish price. In some instances, consumers will exhibit resistance to the purchase of fish that are obviously marked or otherwise damaged. To some extent these superficial marketing problems can potentially be avoided by eliminating damaged fish or creating products that do not show the superficial damage. Nonetheless, these unwarranted changes will give rise to adverse socio-economic effects.

Curiously, in some fish production networks the presence of parasites does not deter the consumption of fish that are affected. In the Netherlands, the consumption of raw herring fillets is common despite the presence of parasites that are transmitted to man. In Russia, the cestode parasite *Ligula* sp. is eaten as a delicacy. This example serves to reinforce the message that fish quality and the preferences shown by human consumers are very subjective phenomena.

There are methods of assessing basic fish quality that can be applied objectively to fish flesh and these are valuable tools in establishing background quality standards against which xenobiotic influences might be measured. As such, it is possible to measure spoilage in fish using physical and chemical methods.

In the EU fish markets where the catch is first landed, inspectors grade the quality of landings based on a series of criteria that are used to describe the superficial aspects of the fish. The fish are graded by size of the individuals, the odour and freshness of the gills, whether the eye and skin are opaque, the elasticity of the fish flesh, and the cleanliness of the body cavity. These properties have been formalised into organoleptic quality scales that can be applied to both fresh and cooked fish flesh (Burgess *et al*., 1965). There has also been the development of a portable meter that can determine changes in the electrical conductivity of the fish skin. The meter equates the stages of deterioration of fish quality with changes in the dielectric properties occurring when the muscle is degraded (Ferri *et al*., 1995). More advanced techniques are also used under laboratory conditions such as chromatographic and spectroscopic methods for determining enzyme and tissue degradation. Molecular techniques are used to determine damage to DNA and the production of tumours and cancers. Chemical methods may additionally be used to determine the rate of spoilage of fish tissues and these involve measuring the denaturating of trimethylamine oxide, levels of total nitrogenous bases, and the build-up of rancidity (Connell, 1990).

The interactions between xenobiotic influences on fish quality and marketability are summarised in Fig. 8.4. Lipton and Strand (1997) summarised the xenobiotic effects on the economics of the fish sector stating that the impact would depend on factors such as the response of the fish stock to pollutants, the responsiveness of the consumers to price changes, and the magnitude of the perceived change in quality of fish products.

These changes would influence users who might be grouped as follows:

1. Commercial users (and their dependent consumers)
2. Recreational user groups
3. Non-users.

The effects on commercial users and consumers would be very much related to the effects on the supply of and quality of commercially exploited fish species (prices of fish which are affected by the quality of the fish and therefore by the responses of fish to pollutants). It
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would also depend on the capacity of consumers to recognise the difference and to value quality of the fish products. Unlike the commercial users, the losses to the recreational user groups may not be manifested in the market economy. Nevertheless, the interests of recreational fish users would be affected by pollution incidents. Finally, there would be those groups of users who are willing to pay to conserve an environment free of pollution, even if they do not consume the fish resource or practise any sport or recreational activity in relation to the fish population.

With these categories in mind, it is now appropriate to turn to a series of case studies that exemplify the impact of xenobiotic processes and incidents on the social, economic and health dimensions of life in the EU.

8.4.1 Ciguatoxin and red tides

Certain bio-toxins present in the marine environment, e.g. para-haemalytic shellfish toxin, ciguatoxin, clupeotoxin, are believed to originate from the influence of xenobiotic events. Their socio-economic effects are quite marked in that they restrict fishing activity (and the marketing and consumption of fish products) in the areas where they are prevalent. For

Fig. 8.4 Schematic representation of the impact of xenobiotics on fish quality and marketability.
example, in parts of the Caribbean and Pacific Ocean, fish of all species are not consumed due to the high incidence of ciguatoxin poisoning. Whilst this can have a beneficial effect on the stock base through the reduction in fishing effort (Caddy, 1984), the toxin is believed to have a xenobiotic origin. In the Solomon Islands, it is widely believed that the modification of the coral reef environment as a consequence of the Second World War and subsequent nuclear testing has resulted in the presence of ciguatoxin in the coral reef food chains (Ruff, 1989). The dumping of waste metallic compounds, industrial wastes, and shipwrecks can act as a trigger on toxins affecting algae, invertebrates and fish (Idler, 1972; Ruivo, 1972). Similarly, the excess heat generated by power plants seems to favour the proliferation of organisms linked with ciguatera toxin in tropics waters (Nitta, 1972). Nitta (1972) also notes that red tides occur in Tokyo Bay, even in winter, as a consequence of eutrophication.

8.4.2 Organochlorine pesticides

Organochlorine pesticides are some of the most widely distributed chemicals on the planet and influence all living organisms. They may play a role in the sublethal effects on fish and this problem will reveal itself in a deterioration of the condition of individual fish. Unfortunately, as with many sublethal xenobiotic effects, the socio-economic consequences of pesticides in fish are not readily understood in the majority of cases. However, in Uganda the practice of killing fish using pesticides (Thiodan is the compound implicated) has resulted in the deaths of at least 12 people, the closure of the fisheries for tilapia and the suspension of export of Nile perch fillets to the European Union. The loss to the country’s economy since April 2000 is believed to be in the region of US $5 million (Odhiambo, 1999). The impact on the Ugandan local and national economy has been devastating. Worse has come about with the suspension of the fish trade between the EU and the other riparian states of Lake Victoria (Odhiambo, 1999). The fish export industries of Uganda, Kenya and Tanzania have all been closed down. Kenya’s loss is much greater than the other states as the EU imports about 56% of the Kenyan Nile perch catch valued in export terms at US $66 million.

The overall socio-economic fallout for the Lake people is inevitably difficult to assess but it is likely that somewhere in the region of one million fish catchers and processors are affected, whereas those of hinterland populations dependent on this industry maybe multiplied by a factor of ten.

In 1991 the fisheries along the coast of California, Washington and Oregon had to be closed due to the high levels of pesticides found in razor clams, mussels and Dungeness crabs. Pelicans were killed by the consumption of contaminated anchovies and this led to the closure of the fishery (Villac et al., 1993) and resultant socio-economic dislocations.

8.4.3 Heavy metals

Among the metals, mercury and lead are considered to be the most dangerous pollutants. All other metals, even though toxic in high concentrations, seem to primarily influence the flavour and colouring of the animals. Metals appear to have a stronger influence compared to other substances in colouring fish tissues. Copper ions are believed to discolor oyster tissue, and iron is associated with green discoloration of cod fillets (Ruivo, 1972).
One of the most famous cases involving the xenobiotic effects of heavy metals in fish and shellfish took place on the island of Kyushu in Japan in the late 1950s. Here the contamination of the coastal waters by traces of heavy metals was believed to have caused the outbreak of poisoning in which over 2000 people were affected (Borgstrom, 1962). The symptoms included numbness and speech deformities. Seriously affected patients showed an increased amount of amino acids in the urine and of gamma globulin in the blood. The mortality rate was 33%. Heavy metal pollution as a result of mercury contamination was implicated in the disease outbreak and measures were taken to close the fishery. To date, there have been 2252 sufferers diagnosed with Minimata disease in the past 36 years. Among them 1043 have died (Harada, 1995).

### 8.4.4 The effects of hydrocarbons

Worldwide, the general trend to reduce oil spills may be improving or, in US waters, at least holding steady. Data from the Oil Spill Intelligence Unit, which tracks oil spills worldwide, showed a decline in the total volume of oil spilled from 1978 to 1980 compared with 1981 to 1990, with occasional megaspills inflating the total. The number of megaspills (greater than 10 million gallons) has also decreased, with 15 reported during the first 3 years that data was kept, and only 11 reported during the remaining 10 years (US Congress, 1990). However, there are many sources of oil pollution in the ocean other than tanker and oil rig accidents, which collectively account for approximately 12.5% and 1.5% respectively of all spilled oil worldwide, according to a 1985 report from the National Academy of Sciences. Human activity on the land and natural seepage are significant sources of ocean oil pollution; municipal and industrial waste discharge and run-off account for about 37% and natural sources almost 8% of the total of oil spilled into the ocean (Baker et al., 1990).

Petrochemicals in the aquatic environment have given rise to some of the most catastrophic xenobiotic incidents killing large numbers of birds, fish, whales, seals, otters and fish. However, it appears that schools of fish may in some instances be able to swim away from the contaminants, although fish in ocean hatcheries, floating fish eggs, and larvae can be destroyed (Hap Pritchard & Charles, 1991). Oil spills affect the odour and flavour of the fish directly or may be ingested into the fish through feeding on contaminated marine organisms. This is important in terms of the impact it may have on fish quality for as Ruivo (1972) showed, hydrocarbons can be retained in the fish and might also be concentrated, becoming bonded to proteins. Thus the incorporated oils or products destroy the food value.

### 8.5 Case studies

#### 8.5.1 Oil spills

**8.5.1.1 The Exxon Valdez oil spill**

Prior to the 1989 *Exxon Valdez* spill, a rich community of 24 taxa represented the Bay’s flora and fauna (Goldberg, 1991), and this diversity was seriously reduced after the spill. By 1991 when the hydrocarbons’ concentration was reduced, the re-colonisation process had begun. However, in 1993 a reduction of the diversity occurred again when the hydrocarbon
concentrations were low. However, according to Jewett et al. (1993), this particular reduction was caused by a natural hypoxia-anoxia process and not by the spill.

Stekoll et al. (1993) made a comparison between systems that were affected by the Exxon Valdez oil spill and similar areas not affected. He found statistically significant differences relating to algae and invertebrate biomass, abundance and percentage cover. These effects were observed until 1991 and were found to vary with tidal elevation, habitat and region. The fauna found to be most affected included Fucus sp., limpets, mussels, barnacles, littorinids and oligochaetes with intertidal communities suffering the most severe consequences of the spill and clean-up operations. A wide number of taxa were affected and included brown algae (Fucus gardierii), the limpet (Tectura persona), three species of barnacle (Chthamalus dalli, Semibalanus balanoides, and Balanus glandula), the mussel Mytilus trossulus, two littorinid species, and oligochaetes. Most were affected negatively either directly or indirectly and some were affected by direct contact with the oil spill or via the loss of habitat. However, the abundance of Chthamalus dalli and certain oligochaetes were found to increase (Highsmith et al., 1993; Hooten & Highsmith, 1993).

With respect to fish communities, the impacts of the spill were analysed by Brown et al. (1993). The pacific herring in Prince William Sound were heavily impacted as almost 50% of their eggs were deposited in the trajectory of the oil spill. The effects shown in the larvae included premature hatching, low weights, reduced growth and increased morphological and genetic abnormalities.

Similarly, Geiger et al. (1993) analysed the effects of the spill in the pink salmon population of the site. They found that approximately 1.9 million adult wild pink salmon failed to return to the area in 1990 as a result of the effects of the spill on the critical nearshore life-stage, with almost 23% of the potential wild-stock production being lost. In a comparison of juvenile pink salmon from contaminated and non-contaminated waters in 1989, the results showed that salmon were significantly smaller and had reduced growth rates in oiled water when compared to non-oiled locations. This was thought to have affected their survival to adult stage and the migratory return to Prince William Sound in 1990 (Wertheimer et al., 1993; Willette, 1993). Analysis of the visceral tissues of the juvenile pink salmon and chum salmon revealed that ingestion of oil was an important source of flesh contamination (Carls et al., 1993). Other taxa such as harpacticoid copepods and epibenthic crustaceans (prey resources for the juvenile salmon) were not affected by the spill. In some cases, their abundance increased in the areas that were polluted (Celewycz & Wertheimer, 1996).

In addition, toxicity tests were undertaken for finfish and shellfish in the area of the Exxon Valdez oil spill. The finfish from all study sites were found to be safe to eat, whilst high concentrations of aromatic contaminants were reported in the shellfish (Fall & Field, 1993). Cohen (1995) employed a market model to evaluate the economic losses of the 1989 Exxon Valdez spill on Alaska’s fisheries. The upper limit of the accident’s first-year social costs on these resources was estimated at $108 million, approximately 27% of the ex-vessel value. Second year effects may have been as high as $47 million.

8.5.1.2 The Braer oil spill

The Braer spill involved the spillage of oil off Shetland, a group of islands located off the northern coast of the United Kingdom. On 5 January 1993, a Liberian-registered oil tanker,
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the *Braer*, ran aground off the southern tip of the Shetlands when the engines could not be restarted after they became flooded with seawater. On 12 of January 1993, the tanker subsequently broke into three sections after it was continually thrown against the rocks of the island. The entire cargo of 85 000 tons (620 000 barrels) of Norwegian Gulfaks crude oil destined for export to Canada spilled into the sea around the southern end of Shetland. None of the oil could be recovered from the tanker whilst it was aground due to the high winds (up to 100 mph) and the rough seas. However, fortunately for Shetland, the Gulfaks crude oil which the *Braer* was carrying is not a typical North Sea oil. It is lighter and more easily biodegradable than other North Sea crude oils, and this, in combination with some of the worst storms seen in Shetland (naturally dispersing the oil by wave action and evaporation), prevented the event becoming an even bigger disaster by preventing an oil slick from forming on the surface, and breaking the spill up quickly (http://www.wildlife.shetland.co.uk/braer/, accessed August 2002).

According to one report, ‘around 30 percent of the oil has been deposited in the sediments of two basins . . . this oil will slowly break down . . .’ (*New Scientist*, 1993). The dispersion of the spill was aided by chemical dispersants dropped from the air. The dispersants broke the oil into globules that sank below the surface, and so helped to moderate the effects on sea birds in immediate danger of oiling (*The Economist*, 1993).

The influence of the spill progressed beyond the range originally predicted and fishermen found oil in their catch in areas where it had not been expected, with tidal action spreading the oil underwater around Shetland’s 900 miles of coastline. According to the fishermen, by 1996 the fishing grounds were still depleted and the shellfish extracted still affected by the oil. The spill threatened the populations of seabirds, salmon, sea trout, grey seals and other species on and around the islands. In addition, a fine mist of oil particles drifted over the islands a few days after the spill occurred and left an oily residue on the island’s sheep. However, it was determined that ‘the level of air pollution after the spill was extremely low despite the oily mist’ (*New Scientist*, 1993).

Initially, it was thought that the damage caused by the *Braer* oil spill would be similar to that of the *Exxon Valdez* in 1989. However, the actual impacts of the *Braer* were less severe even though ‘it was the twelfth largest spill in history’ (*Discover*, 1994). The damage to the wildlife was as follows:

‘The official death tolls – the number of carcasses recovered – included 1542 seabirds, several thousand pounds of commercially farmed salmon, 10 grey seals, and 4 otters. Two of the otters were run over by a camera crew covering the spill, however, and the other two probably died of old age’ (*Discover*, 1994).

Following the spill, and in pursuit of its statutory functions, the Fisheries Research Services (FRS) Marine Laboratory in Aberdeen gave priority to the monitoring of commercial species, which included herring, mackerel and demersal fish such as cod and haddock, in addition to various wild shellfish. The monitoring also extended to farmed salmon and shellfish. On 8 January 1993, the former Department of Agriculture and Fisheries (DAFS) declared a Fisheries Exclusion Zone, under the Food and Environmental Protection Act 1985 (FEPA) around the southern part of Shetland in order to protect the public from exposure to potentially contaminated fish and shellfish. This Fisheries Exclusion Zone
prohibited the taking of farmed or wild fish and shellfish from defined areas and on 27 January, after further surveillance, this Zone was extended 5 miles to the west (Fisheries Research Services, 2000).

Wild fish were found to be contaminated, but at lower levels than those seen in farmed salmon, presumably as a result of being able to swim away from the areas of greatest pollution. Round fish such as cod and haddock were generally less contaminated than flatfish such as lemon sole and dab, as a result of not being in direct contact with the sediment. Concentrations of polycyclic aromatic hydrocarbons (PAHs) in wild fish fell rapidly (being at reference concentrations by the middle of March 1993), and the Exclusion Zone for wild fish species was lifted on 23 April 1993 (Fisheries Research Services, 2000). However, salmon farms on the south-west coast of Shetland were particularly affected by the oil spill, and caged fish in the most affected areas which could not swim away were severely tainted and contaminated with PAHs. Rapid uptake of the contaminants was followed by a rapid loss, but not back to reference conditions which took approximately 150 days. The Scottish Office finally lifted the FEPA order for this species on 8 December 1993 (Fisheries Research Services, 2000).

With respect to shellfish, the degree of contamination varied with habit, e.g. crustacean shellfish such as *Nephrops* showed severe contamination due to living in impacted sediments. Shellfish were slower to return to reference conditions, and the FEPA Exclusion Order was lifted for crustaceans, with the exception of the Norway lobster (*Nephrops norvegicus*) on 30 September 1994. The filter feeding bivalve molluscs such as mussels, queens and scallops accumulated the greatest concentrations of PAHs of all fish and shellfish, and the FEPA Order for scallops and queens was eventually lifted on 9 February 1995. Restrictions continued for mussels and *Nephrops* and the last FEPA Order was finally lifted in March 2000 (Fisheries Research Services, 2000).

With respect to tourism, it was estimated that the Shetland Islands would lose £18.2 million of tourist revenue by the year 2000 as a result of the oil spill (*The Scotsman*, 1994) and people from the islands noted that tourism was down, citing the oil spill as the cause. Lack of job alternatives on these small islands means that the tourism trade is vital to their economic well-being. The physical damage to the environment and resources around Shetland was much lower than anticipated and the rough seas helped to break up the light crude oil fairly rapidly. However, the major impact of the spill has been in terms of the damage done to the reputation of the Shetland as a pristine environment, with many islanders being rightly worried about the resulting fall in tourism.

The damage to the Shetland seafood market was however more serious with major buyers no longer purchasing Shetland seafood products after the disaster. Marks & Spencer together with Japanese buyers pulled out of the trade in Shetland salmon (Goodlad, 1996), and it has taken considerable time to rebuild confidence in the Shetland industry. The Islands’ fisheries were however compensated for their losses. Compensation given for the destruction of the 1991 and 1992 salmon stocks was £7.176 million and £12.118 million respectively. The effects of the Exclusion Zone on the fishing fleets attracted compensation of £1.363 million for the demersal fleet and £4.57 million for the shellfish fleet. Compensation for market losses in reduced prices for Shetland seafood products was worth a further £3.781 million. However, these payments do not really reflect the economic losses (of reputation) that will stretch into the future.
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8.5.1.3 The Sea Empress oil spill

The grounding of the *Sea Empress* in February 1996 caused one of the largest and most environmentally damaging oil spills in European history (SEEEC, 1998a). The *Sea Empress* released approximately 72,000 tonnes of crude oil and approximately 360 tonnes of heavy fuel oil between 15 and 21 February 1996 when it grounded off Milford Haven in south-west Wales. Further oil leaked out as the tanker was moved out of Milford Haven on the way to Belfast, Northern Ireland. The *Sea Empress* spill is the third largest tanker spill in UK waters, and may have been the most destructive.

The rich and productive waters off the coast of south-west Wales support thriving populations of ecologically and economically important shellfish and fish. Rocky shores are colonised by the edible periwinkle *Littorina littorea* and the edible blue mussel *Mytilus edulis*. Subtidal kelp forests on rocky coasts support large populations of the edible crab *Cancer pagurus* and the lobster *Homarus vulgaris*. The crawfish *Palinurus vulgaris* is also harvested. Beds of cockles and oysters support significant fisheries within Milford Haven and the large estuaries of Carmarthen Bay. An important offshore fishery has developed for whelks which are exported to the Far East. With respect to fish, herring are usually caught within Milford Haven at this time of year. There are also substantial offshore fisheries for rays, flatfish and sea bass. Migratory sea fish such as salmon and sea trout pass through the area on their way to the rivers of Carmarthen Bay, UK.

Of the official quantity spilled, only 3000 tonnes are estimated to have been recovered during the clean-up operation, with more than 100 km of coastline of outstanding beauty seriously polluted by oil. The coastline within Milford Haven was heavily oiled, and outside the Haven much of the oil moved south and then eastwards parallel to the south coast of Pembrokeshire, affecting this coastline as far as Pending Sands in Carmarthen Bay. Ecosystems of conservation, fishery and recreational importance were affected. Some oil reached Skomer Island north-west of the spill, but no oil was observed north of St David’s Head. Lundy Island in the Bristol Channel received light oiling, and some pellets of oil reached the Irish coast; however, no oiling of the coast of mainland Devon and Cornwall was reported.

A massive clean-up operation was launched, both at sea and onshore. Some oil was recovered mechanically at sea, and between 17 and 25 February 1996, 445 tonnes of chemical dispersants were used to break up the oil into dispersed droplets in order to reduce the risk to the coastline and to birds at sea. A policy was adopted of not using dispersants within 1 km of the shoreline so as to avoid shallow water, where the dispersed oil would be less readily diluted, thereby increasing the risk to marine life (SEEEC, 1996).

The effects of the spill extended from the marine environment to the tourist economy of the region. With respect to the impacts on wildlife, birds at sea were severely impacted during the early weeks of the spill and by 1 June 1996, more than 6900 oiled birds of at least 28 species had been recovered dead or alive. In contrast, the grey seal (*Halichoerus grypus*) population around Skomer Island appeared little affected and impacts to subtidal wildlife were limited. However, significant damage was caused to shorelines as a result of bulk oil. Limpet mortality (*Patella* spp.) was found to vary between 5% and 50% (although up to 90% at one site), and there were significant impacts on periwinkles (*Littorina* spp.), barnacles (*Cirripedia*) and sea slaters (*Ligea* spp.). There were mass strandings of lower
shore bivalves, urchins and starfish, and significant patches of vegetation were oiled, with some damage to the rare narrow-leaved eelgrass *Zostera angustifolia* and *Zostera noltii* (SEEEC, 1996).

The *Sea Empress* oil spill has presented considerable difficulties for the fishing industry within the region. As a precautionary measure, a ban on all fishing and the collection of edible plants and seaweeds was imposed from St. David’s Head to Port Eynon on the Gower shortly after the spill. Fishing for salmon and sea trout was also banned in the rivers flowing into this area. Samples of various species of fish, shellfish and crustacea were analysed for oil content over subsequent months, and the closure orders were lifted in stages as analysis showed that oil concentrations in different classes of organism had returned to background levels. Salmon and sea trout did not appear to have been affected and the ban on these was lifted on 3 May 1996, whilst that for other fish was lifted on 21 May 1996. The ban for crabs and lobsters outside the Milford Haven waterway and for whelks throughout the whole area was lifted on 29 August 1996, and over the following year, the ban was progressively lifted in stages until all remaining restrictions were removed on 12 September 1997 (SEEEC, 1998b).

The question has been raised as to who should pay the costs related to the accident. Knowing the inherent dangers of its business, the oil industry has set up a system which enables individual companies to remain apparently blameless for spills of their own toxic cargo. The *Sea Empress* was built in Spain, owned and skippered by a Norwegian, registered in Cyprus, managed from Glasgow, chartered by the French, crewed by Russians and was flying a Liberian ‘flag of convenience’.

However, Texaco gave some financial help to clean up the coastline as a goodwill gesture. Liability for the environmental damage was covered up to a limit of $15 million by the Scandinavian insurer Skuld. Additional costs including compensation claims were covered by the International Oil Pollution Compensation Fund, to which most oil companies contribute. The compensation claim period is 3 years. After this, further compensatable impacts are not covered. This raises the concern that the impacts of pollution on fish reproduction, fecundity and larval survival may only become apparent after this three-year period when compensation to fishermen is no longer available.

### 8.5.2 Claims and compensations

Until now, the costs of pollution to the fishing industry have been considered in terms of what it is losing. However, it is also important to mention that despite the economic cost that pollution causes directly by diminishing the production capacity of an ecosystem, there are other economic effects that should be considered. Oil spills represent the best examples, involving costs of damages to the environment and economical effort invested to recover the damage and/or compensate the people affected by those incidents. This section details some information regarding the amount of money spent on claims and compensation in oil spills (Table 8.1).

Compensation is limited by the Civil Liability Convention (1969) and by the Fund Convention (1992). In general, the costs of an oil spill are divided between the bodies that undertake response actions and the polluter. International regimes have established a two-tier system in which both the individual tanker owner and the cargo receivers take the costs.
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The amount of compensation in each case also depends on the country’s membership to any Convention. The value of the limits for compensation in a national currency will therefore depend on the exchange at a particular time, 1 SDR = $1.35, according to 1969 and 1992 Conventions. The limits of liability are expressed in Special Drawing Rights (SDR).

Pollution damage is defined slightly differently depending on each Convention’s guidelines; however, compensation claims generally tend to involve actions for prevention measures, property damage, economic loss and/or restoration or reinstatement of impaired environments.

Fisheries are affected by property damage and economic loss, firstly by costs of cleaning contaminated fishing gear and mariculture installations, and secondly by fishing activities being prevented and tourism reduced. Damage might appear some time later; claims should be presented as soon as signs of damage appear, and court action can take place up to 6 years after the incident.

8.6 Conclusions

The early sections of this chapter set the scene with respect to the European fish sector which, despite difficulties in obtaining supplies of fish, is buoyant and is a meaningful contributor to the GDP of the EU. There are substantial problems in the context of management of the fish stocks and many of the prime commercial species are in decline as the result of adverse fisheries-dependent factors, notably excessive fishing effort. As has been argued earlier, the EC through its CFP has battled to come to terms with problems in the industry but has not been entirely successful in either limiting fishing capacity or eliminating some of the most wasteful practices such as discarding. Thus, xenobiotic effects come into play in a situation where the resource base is under threat from fisheries-dependent variables. Now there are justifiable concerns that efforts to preserve fish stocks may be undermined by deleterious changes in the environment. Sublethal and catastrophic incidents of xenobiotic origin now pose a fisheries-independent threat to stocks.

The preceding chapters in this book have set down markers in an array of studies that have been directed at the problem of establishing xenobiotic influences on fish. This has established that there is a dichotomy of scale of interactions between the biological/physiological impacts and socio-economic outcomes. It is helpful therefore to divide the biological/physiological impacts in terms of their influence on the macro socio-economic

<table>
<thead>
<tr>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td>5000</td>
<td>0.8</td>
<td>81.0</td>
<td>4.0</td>
<td>182.0</td>
</tr>
<tr>
<td>25 000</td>
<td>4.0</td>
<td>81.0</td>
<td>15.3</td>
<td>182.0</td>
</tr>
<tr>
<td>50 000</td>
<td>8.1</td>
<td>81.0</td>
<td>29.5</td>
<td>182.0</td>
</tr>
<tr>
<td>100 000</td>
<td>16.2</td>
<td>81.0</td>
<td>57.8</td>
<td>182.0</td>
</tr>
<tr>
<td>140 000</td>
<td>18.9</td>
<td>81.0</td>
<td>80.6</td>
<td>182.0</td>
</tr>
</tbody>
</table>
scale of fish populations and the micro socio-economic scale of interaction on individual fish specimens. Where this is most relevant is in the expression of the sublethal effects of xenobiotics on fish. It is in this domain that the complex interactions that take place and the reactions they engender are least understood. However, where there are catastrophic impacts, the interactions are more clear-cut and it is less meaningful to separate influences impacting on individual fish/fish populations.

The catastrophic influences are well documented in terms of their socio-economic impacts and there is a substantial body of information that relates the ecology of catastrophic xenobiotic events with the socio-economy. A number of indicative case studies have been used to show how the cost of xenobiotic disasters can be measured. In addition, through political negotiation, scales of compensation can be agreed which give a definitive link between xenobiotics, fish populations, adverse physiological effects and the socio-economy of areas dependent on fishing for their livelihoods.

One of the most important gaps in information related to this is the impact of future discounted loss of revenues as a consequence of xenobiotic influences. A good example of this would be Shetland and those users who were affected by the Braer spill. In this situation, a scale of compensation payments was agreed for those who were affected by the disaster. However, markets for Shetland seafood used to pay a price premium for Shetland seafood because it was produced in a ‘pristine environment’. Whilst the validity of this statement in an ever-changing ecosystem could be argued, in a marketing context the phrase has a different value and validity. If it is assumed, for example, that the mark-up in price for farmed salmon or locally harvested scallops was 10% on the average value before the oil spill, because the specimens were deemed to be produced in a ‘pristine environment’, the cost to producers of losing the market advantage as a result of the pollution would be significant. This is because the market is unlikely to restore the price premium for some time, if ever. The economic loss to the Shetland seafood industry therefore becomes the value of discounting this loss into the future for a finite, or maybe even infinite, time. This figure could potentially dwarf the already agreed financial packages.

The linkages and scale of eco-physiological impacts of xenobiotics are least understood at the sublethal level. The sublethal impacts clearly have an impact on the ‘quality’ of fish populations, but there is also an important microdimension associated with the impacts of individual fish on marketing channels and consumers. Food quality standards have never been more important and most societies, in developed countries at least, are being shaped to seek out and respond to quality signatures. Indeed, supported by a rapid growth in international food standards and codices of handling, preservation, processing and product marketing, those who set and police food standards are reaching ever further down the food production chain in an effort to prescribe quality. Thus there is a very real meeting point, even if it is not always adequately understood where the sciences of measuring and interpreting xenobiotic influences interact with the sciences of food hygiene, quality assurance, health promotion and consumer protection.

One of the most powerful and all-encompassing developments in the world’s food industries during the 1990s was the adoption of the so-called HACCP system, as applied to food production and safety assurance for consumers. HACCP is the acronym for Hazard Analysis Critical Control Pathway, a standard methodology applied to minimising health risks in all sectors but none more important than the food industry. In essence, the HACCP
system is used to review and investigate each stage of production in the chain of events that
takes raw food material from the production or harvesting stage to the consumer. Whilst
every stage of the chain is important, increasingly the HACCP users are looking for guaran-
tees as to the safety and reliability of the raw material that is the starting place for the develop-
ment of consumer foodstuffs.

The quality of fish and its impacts on human populations (as consumers) is possibly the
most important meeting place between the biological impacts of pollution on fish and its
socio-economic relevance. Thus, studies on the physiological changes associated with
xenobiotic impacts on fish tissues can be related to changes in the quality (or perception of
quality) of fish as food. For example, it is known that sublethal xenobiotics can reduce the
capacity of cells to store glycogen in fish tissues. This in turn will influence the rapidity with
which fish pass into rigor after death and therefore will reduce the shelf-life duration of the
fresh fish and products derived from it. Likewise, the capacity of fish lipids to absorb xeno-
biotic compounds, and the levels at which they are stored sublethally in adipose tissue, are
the sort of information that may soon be required to satisfy HACCP requirements and
therefore initial acceptance criteria for raw materials. The importance and powerful socio-
economic consequences of not being able to guarantee this sort of information were vividly
revealed in East Africa in 1999. Here in the fishery for Nile perch of Lake Victoria there
were instances of ‘fishermen’ harvesting fish, using commercially used pesticides as a
method of capture. There were cases of local people being poisoned and this led to banning
by the EU of imports of Nile perch fillets from some of the riparian countries. This has had
serious repercussions on the economies of Tanzania and Uganda with many fishermen, pro-
cessors and communities being disadvantaged as a result.

Looking to the future, it is clear that the importance of knowledge of the processes and
impacts of xenobiotics will only become more critical. Whilst the current understanding of
the interactions is incomplete, the information that is available is being used. The food
industry researchers are joining hands with the fish physiologists, geneticists and ecologists
in the pursuit of more definitive knowledge of the responses of individual fish and fish pop-
ulations to xenobiotic change. In instances where it is necessary to measure the impact of
catastrophic events involving the effects of xenobiotics on fish/fish populations, the natural
scientists have a role to play in determining socio-economic impacts. This has been used to
determine levels of financial and economic compensation for individuals and communities.
Whilst information on these processes is only beginning to be gathered, and for the most
part the interactions of the key variables are little understood, the field of co-operation is set
to expand and hopefully become more effective.
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Chapter 9

The Role of Modelling in Fish and Fishery Ecotoxicology

A.J. Lawrence

9.1 Introduction

There are many substantial problems in terms of management of European fish stocks, and many of the prime commercial species are in decline as a result of adverse fisheries-dependent factors, most notably excessive fishing effort. The EU has been unsuccessful in limiting fishing capacity and eliminating some of the most wasteful practices such as discarding. Thus, pollution effects impact on a system where the resource base is under threat from fisheries-dependent variables. As a result, there is now a justifiable concern that efforts to preserve fish stocks may be undermined by deleterious changes in the environment. Therefore, sublethal incidents of xenobiotic origin now pose a real fisheries-independent threat to stocks. However, the paradox here is that fisheries-induced stress may be so severe that it masks any other stressors such as pollution.

The previous chapters of this book have identified several underlying tenets of the effects of pollution on fish. Firstly, that the response to pollution at lower levels of biological organisation (cell, individual) are more cause specific than the higher levels. Secondly, that there is a quicker response to pollution at lower levels of organisation. Thirdly, that each level has an inherent ability to withstand or absorb the effects of the stressor such that a progression of impact through each biological level cannot be assumed.

The problem lies in determining the impact of pollution on fish and fisheries at the higher levels of organisation, based on the clear responses seen at the lower levels. No empirical study has yet been performed which demonstrates this clear linkage. Furthermore, because of the destructive nature of some of the techniques employed in ecotoxicology studies, it is currently impossible to show this linkage in any one individual or population. Consequently, some other approach must be adopted and it is here that mathematical modelling has an important role to play in the overall assessment of effects of pollution exposure.

The aim of this chapter is, therefore, to briefly review the types and potential role of modelling in ecotoxicological studies. Before this, a summary of the findings of the earlier chapters of the book will be presented with regard to observed linkages in pollution impacts, and in relation to the conceptual model presented in Chapter 1. Finally, gaps in the scientific literature will be outlined both in relation to the overall assessment of pollution impacts
on the hierarchic levels of organisation in fish, and with regard to the use of modelling to resolve these issues.

9.2 Summary of the effects of pollution on fish

The earlier chapters of this book have highlighted the evidence which can be drawn from the current literature to support the mechanistic pathways presented in the conceptual model shown in Chapter 1. These pathways can be used to link pollution impacts at the molecular and subcellular level to those at the population and community level, together with their socio-economic ramifications. Using biomarkers, pollution damage to biological membranes through cell injury can be linked with increased protein breakdown, tissue and organ atrophy, energetic loading, reduced performance and reproductive output. It also seems intuitive to extrapolate from this, unequivocal data on functionally impaired health to a negative impact on the population in terms of lack of recruitment and mortality as a result of impaired reproductive success. However, whilst it can be shown that the mechanisms do occur and that responses can be detected, it is mostly not possible to determine the magnitude of the mechanism/response nor, except in a few cases, the transmission of a response at one level to a response at another.

9.2.1 Cellular and molecular responses

The underlying basis of all stress-induced pathological and physiological change is damage or other change to life processes at the molecular and subcellular levels of organisation. Knowledge of sublethal distress signals has grown rapidly over the last 20 years, often drawing on the reservoir of understanding of these processes in humans and other vertebrates. The main advantage to be gained from the use of biomarkers is that early biochemical and subcellular changes in cells can hopefully be linked to pathological end-points through an integrated multitiered approach. This would not only detect early warning distress signals but would also provide prognostic capability for predicting the likely consequences for the health of individuals in a population. In addition, such molecular and cellular alterations will frequently reflect exposure to particular types of causative agents, thereby offering advantages over non-specific responses at higher biological levels.

Potential biomarkers include alterations in intracellular membranes (endoplasmic reticulum, lysosomes, endosomes, transport vesicles), genotoxicity (DNA adducts, hydrophobic adducts, micronuclei), specific proteins or enzymes (metal binding proteins, stress proteins, oncoproteins, cytochrome P450, multidrug resistance protein) and inhibition of cholinesterase by neurotoxins. Some of these markers are indicative of cell injury and potential damage to health, whilst others are indicative of exposure to certain classes of xenobiotic.

9.2.2 Damage to DNA

Damage to DNA may occur by oxygen radicals, adduct formation or mutagenic chemicals. Adducts potentially lead to mutations and tumour formation although the empirical demonstration of a link between these has been difficult. DNA repair mechanisms can reverse
some damage although the efficiency of the process will be affected by physiological factors and life history stage. Direct chemical effects on chromosomes including sister chromatid exchange, and micronucleae production has also been observed. However, there is still limited evidence of quantitative links between damage at the genetic and molecular level and individual health, fecundity and population productivity. This would be most likely through damage to the germ cell line rather than somatic cells.

9.2.3 Physiological responses

Links can be demonstrated between induction of enzymes and proteins employed in detoxification, and protection and increased protein degradation, protein turnover and cellular energetics within an individual. The recognition that reduced protein turnover consistently underlies lower energy expenditure, with benefits including longer survival following pollution impact, may be central to understanding how species survive stressed environments. The link between this trait and multilocus heterozygosity within populations may also be crucial in providing a mechanistic link between physiology and population fitness and survival. However, these studies have primarily taken place using invertebrate models and are yet to be demonstrated in fish.

9.2.4 Immune system responses

A compromised immune system will clearly be detrimental to the individual. However, there are currently no clear links between this and effects on populations. Currently, most information and evidence is available on xenobiotic exposure, cellular processes and pathological effects in the liver. However, evidence for demonstrable links between cellular responses and pathological impacts in other important tissues and organs is surprisingly lacking. Many of these organs, such as the eyes and olfactory system, may be essential in, for example, ensuring reproductive success through the detection of visual or chemical cues. It is only through the detection of these cues that appropriate behavioural responses, leading to reproduction, may ensue.

9.2.5 Reproductive system responses

One of the central processes on which pollutants can impact with consequences for population and yield is the reproductive process. Indeed, some studies have shown that the most important pollution impact on fish stock and fisheries is the loss of reproduction. Pollutants may impact on this system in a number of ways. Through cellular and whole animal energetics, egg size and fecundity may be reduced. DNA damage may impair fertilisation or cause embryo damage. Egg quality and fecundity might also be reduced by the action of endocrine disrupters, and pollutants may affect sperm motility. Fecundity can additionally be reduced by impaired gonad development, reduced spawning ability, reduced egg number and weight. However, it can also be reduced by high mortality of early life history stages such as eggs, larvae and juveniles.

In addition to direct mortality, xenobiotic impacts on larvae are possibly one of the most important life history stages in which to determine pathological effects, through the
development of larval aberrations. Whilst various forms of larval abnormality have been described and the proportion of these within the ichthyoplankton can be high, it is currently not possible to present a clear link between larval aberrations and population effects.

### 9.2.6 Population responses

Despite the number of mechanisms by which reproduction and fecundity can be impacted, and the evidence for reduced individual fecundity as well as the conceptual logic of prediction on the population level, causal links between xenobiotic damage to individuals and population recruitment are difficult to demonstrate. This is one of the most pressing problems in environmental toxicology. Knowledge of the mechanisms of toxicity and the process of cellular injury leading to pathology, disease and reproductive impairment advanced greatly during the 1990s. In contrast, population ecology has not advanced at the same rate in its understanding of environmental influences on population fluctuations.

The problem lies in the effect of unknown population density-dependent factors that may compensate for the loss of early life history stages. Indeed it has been suggested that density-dependent effects may sustain a constant population growth rate despite up to 60% acute mortality, although this has not been demonstrated in fish. Consequently, investigation of density-dependent factors in recruitment dynamics is another of the most important tasks needed to predict population level effects of pollutants as a consequence of a detectable subcellular response.

Whilst evidence of a clear causal link between toxicological effects on individuals and population responses is lacking, several field studies have demonstrated reduced abundance in wild populations most probably caused by pollution-related reductions in recruitment. Consequently, it can be argued that it is not the effect of pollution on individual fish or the consequence to populations and communities that need to be investigated, but the links between the two, possibly leading to biomarkers of imminent population collapse.

One of the ways in which attempts have been made to quantify this link is through the use of modelling. Where these models have been applied, they indicate an impact of pollution on the population level that may be comparable in magnitude to the effect of fishing pressure. However, most of these models are very sensitive to changes in survival estimates of eggs and larvae, and these are the very stages that are difficult to estimate due to spatial and temporal dynamics of the ichthyoplankton.

The importance of density-dependent factors for population responses to pollution also points to the need to consider the whole ecosystem and community together with their ecological relationships. Several ecologists have argued that the single species approach to ecotoxicology is no longer adequate. Species interactions may produce surprising outcomes when several species are exposed to pollutant. For example, there are cases in the literature of fish populations expanding under pollution stress due to the loss of a more sensitive competitor for a specific food resource.

The importance of larval and juvenile survival to population stability and yield has also been highlighted in ecological studies. Juveniles and the youngest age classes are a very important component of the production level in many populations, this being a reflection of the high growth rates in the early life history stages which are characterised by higher P/B ratios than larger older fish. Consequently, it has been demonstrated that an increase in
fishing mortality or equivalent decrease in early life-stage survival caused by toxic effects of a pollutant would cause stock declines as older and weaker populations exhibit a decrease in reproducing individuals. Furthermore, it has been shown that if pollution-induced mortality occurs after a period of high density-dependent mortality, the decline in yield would be more severe than that caused by an equivalent increase in fishing mortality.

### 9.2.7 Population genetic responses

Homeostatic processes may operate at different levels of biological organisation. Classically, homeostasis is used at the physiological level to denote adjustment to perturbation without a resultant reduction in fitness to survive. However, it can also be used at the cell, population and community level, because each level has the ability to absorb change although, at the population level, there may be a cost in terms of reduced fitness to survive.

Density-dependent mechanisms compensating for reduction in recruitment may provide enough time for a population to adapt to pollutants. Such adaptations have been demonstrated in a number of vertebrate and invertebrate aquatic species. This genotypic adaptation is generally manifested through the development of tolerance to particular pollutants. However, with adaptation comes a cost to tolerance which may impact the future fitness of the population. Additionally, there may be significant survival consequences for populations exhibiting reduced heterozygosity, such as those populations showing tolerance, if impacted by additional environmental stressors.

### 9.2.8 Socio-economic response

At the moment, it is the catastrophic impacts of pollution that are best documented in terms of their socio-economic impact. From these, it has been shown how the cost of pollution can be measured. Furthermore, through negotiation it can be shown how scales of compensation can be agreed, giving links between adverse physiology/fish population effects and the socio-economy of areas dependent on fishing.

The biological effects of pollution can be demonstrated especially at the lower levels of organisation where the effects of pollution, as a reduction in biological fitness or integrity, are apparent. However, at the socio-economic level, it is the perception of the quality as well as, and/or rather than, the defined reduction in quality or quantity which is important. As such, quantifying the effects of pollution (real or perceived) on the fishery is extremely difficult.

### 9.3 The role of modelling of pollution impacts on fish and fisheries

The conceptual model presented in Chapter 1 provides a simplistic schematic diagram of the principal links between molecular responses to pollution and higher order impacts on physiology, health, reproduction, population and socio-economics. However, the evidence provided to illustrate or support the links in the model has often come from a variety of disparate studies, some on fish but others on invertebrate, human or rodent systems. There are no comprehensive studies which detail all of the aspects and links within the aquatic environment.
Within the conceptual model, the arrows linking each part of the model can be regarded as processes which require quantification. As demonstrated here, it is not yet possible to do this. Consequently, some caution has to be taken when viewing the model in direct relation to fish. Currently, no study has demonstrated all of the impacts and links between the hierarchic levels of response in any one species. However, if it were possible to quantify each of the processes noted in the model then it would be possible to create iterative algorithms which would provide a clear predictive capacity to pollution-based studies. For example, it would be possible to estimate the reduction in a fish stock, or its economic value, based on the induction or increase in expression of an enzyme or detoxification process.

Whilst this is not yet possible, it does highlight the potential role and value of modelling in this field. Indeed, the possible use of models in toxicity studies and ecotoxicology has already been recognised and some progress has been made in this field. A number of models have been developed which examine aspects of pollutant impact at various levels of organisation. These fall mainly into individual-based models, population-based models and ecosystem-based models. Furthermore, models have been developed which try to evaluate the socio-economic impact to a fishery caused by chronic pollution events.

### 9.3.1 Individual-based models

Individual-based models have been available for some time (Barnthouse, 1992). Using these, toxic impacts on physiology and metabolism of individual organisms have been developed. These have been developed further using fish bioenergetics and growth models (Nisbet et al., 1997; Gamito, 1998). Models have been developed to examine the uptake and accumulation of pollutants. For example, the accumulation and body burden of PCBs in trout (*Salvelinus namaycush*) has been examined using a bioenergetics-based pollutant accumulation model which highlighted the importance of the food chain route of exposure in this fish (Luk & Brockway, 1997). Muller and Nisbet (1996) have taken this further by linking an energy budget model of individual growth and reproduction to a toxicant bioaccumulation model and a model of toxicant action on the individual.

One modelling approach that is proving instructive in risk assessment is the physiologically-based pharmacokinetic models (PBPK). The PBPK model for a chemical comprises a mechanistically-based description of its uptake, distribution and clearance (Haddad et al., 1998). These models are generally used to perform analysis on an individual basis although they can take account of variability in populations. They can include tissue metabolism and protein binding and are, therefore, useful in toxicological risk assessment. They allow examination of the impact of biochemical processes on the pharmacokinetics of a particular chemical. In addition, they can be used to describe the impact of pharmacokinetic factors on the variability of individual risk. For example, they can be used to determine the impact of differences in key metabolism enzymes within a general population (Clewell & Andersen, 1996). These include differences resulting from multiple genotypic expression including cytochrome P450 polymorphisms as well as normal variation in enzyme activities.

Whilst primarily developed to evaluate human risk in relation to drug development, PBPK models are now also being applied to environmental risk assessment. This, however, can and should be developed much further and potentially applied, for example, to fish-
based studies. In the meantime, the further development of the models continues to make the adoption of this approach even more relevant. For example, Kim et al. (2001) used a PBPK model to examine chemical pharmacokinetics, and hence toxicological risk, when a chemical is present as a low dose over time. This clearly has important ramifications and potential value in ecotoxicology studies of fish that are likely to be exposed to low doses of toxicants over a broad area during their lifetime.

9.3.2 Population-based models

Population-based models have been available for some time and since the mid 1980s these have been linked with toxicity data to assess the impact on populations of sublethal pollution (Barnthouse et al., 1990). In some cases, a reproductive potential index has been used to quantify the response of the modelled population to pollution exposure (Barnthouse et al., 1987). However, as highlighted in Chapter 6, more commonly the population approach has employed age-structured models derived from the Leslie matrix (Barnthouse et al., 1990; Landahl et al., 1997; Johnson et al., 1998). Where these models have been employed, they indicate that sublethal pollution impacts on individual fish could substantially reduce the size of fish populations in contaminated areas if density-dependent effects are weak. With the concern over endocrine disruption in fish and wildlife, a matrix model has recently been used to determine the effects of endocrine disrupting chemicals on populations of fathead minnow (Pimephales promelas) and two species of bird (Gleason & Nacci, 2001). This study highlighted the importance of the life history strategy of the species in relation to the population consequence of induction of markers of endocrine effects at the individual level.

Leslie matrix type models were initially employed to assess the likelihood of population survival in a conservation context. Very popular now in the field of conservation biology is the use of population viability analysis (PVA). PVA are simulation type models. These are deterministic-based models built on a matrix type base that also build in the impact of environmental and demographic stochastic events. They are used to estimate the extinction probabilities of endangered species over a period of time determined by the specific definition of a minimum viable population used for the species.

Importantly, PVA can be used to evaluate the impact of current and future threats that endangered species face (Brook et al., 1997). For example, PVA has been used to assess the likelihood of survival of the Florida manatee under various environmental scenarios (Marmontel et al., 1997). It has been linked with power analysis to assess the outcome of various management options on the survival of a population of bottlenose dolphin in Scotland (Thompson et al., 2000), and has been used to assess the potential survival of salmon populations on the west coast of the USA (Ratner et al., 1997).

Hansen and Johnson (1999) argued that ecotoxicology data should be built into PVA. This highlights the need for the integration of the two disciplines at this level. Conservationists could then build ecotoxicology data into PVA to better assess the viability of endangered species, and ecotoxicologists could use models developed for conservation in order to determine the consequence of ecotoxicology data on the species or population of concern.

The use of PVA models could be particularly important for studies involving fish because as with many endangered species, pollution represents an additional threat imposed
on a population already under threat from a number of other demographic and environmental stochastic processes, including habitat loss and overexploitation. In one study, pollution data has been incorporated into a PVA. The southern sea otter recovery team developed a PVA which included the probability of the population size of sea otters off the coast of California being affected by large-scale oils spills (Ralls et al., 1996).

Despite their potential, a number of concerns and limitations have been raised regarding the use of matrix-based population models and PVA (Ellner et al., 2002; Kendall & Fox, 2002; Reed et al., 2002). These can be categorised into issues concerning the type of end-point used in the models, the lack of incorporation of genetic-based information into models, the problem of density dependence, the problem of double dipping and the problem of incorporating early life-stage information into the models.

In relation to the type of end-point used in these matrix type models, most are generally based on abundance. However, Power and Power (1995) argue that this is inappropriate for assessing population level risk posed by sublethal pollution. Comparison of an individual-based modelling framework for brook trout (Salvelinus fontinalis) with a Leslie matrix approach resulted in critical differences between the two. Power and Power (1995) argued that these occurred because of a lack of population size structure information in the matrix bases approach.

A significant problem with matrix-based models is that they treat all individuals within the population as the same. They take no account of the genetic differences within the population despite the importance of population heterozygosity and genetic stochastic event to population survival. However, the potential importance of genetic differences and their effects on fish population dynamics are now being explored using modelling. For example, a simulation model (FITPOP) has been developed that indicates that subtle differences in genetic and population parameters can have significant implications on population size, fitness and sensitivity (McKenna, 2000).

Genetic issues are also relevant in PVA if, such as inbreeding depression, they affect population persistence. This is particularly important for small and isolated populations or those that have low growth rates (Allendorf & Ryman, 2002). It is possible to account for the loss of vital rates as a consequence of inbreeding depression and loss of heterozygosity. This has been quantified in several studies in relation to juvenile and adult survival and reproduction (Ralls et al., 1988; Jimenez et al., 1994; Balou, 1997; Kendall & Fox, 2002).

The problem of density dependence and its effects on population responses to sublethal pollution impact has been highlighted as a critical factor, making prediction of population level impacts difficult (Chapter 6). In addition, whilst most models can incorporate density-dependent factors, in practice they have not. This may limit their use in assessing the impact of reduced recruitment on populations but they are still useful in identifying the data needed for improved analysis. However, Leslie matrix-based approaches and PVA have the capacity to build in density-dependent effects. The study by Landahl et al. (1997), for example, builds in density-dependent effects on English sole (Pleuronectes vetulus) populations. However, the model results suggest that density-dependent regulation does not completely compensate for declines in population growth rate.

The issues surrounding density-dependent compensation mechanisms and their consequence to populations, are also being debated in relation to the value PVA models (Reed et al., 2002). However, density dependence and spatial heterogeneity issues can be built into
PVA and where this has been attempted, it has been found that they may considerably influence the estimation of extinction risk (Wiegand et al., 2002).

The issue of double dipping has been raised by Brook (2000) in relation to PVA. Double dipping occurs when basic population demographic parameters are taken from a population and built into a model before adding the impacts of demographic or environmental stochastic processes such as pollution impact. The problem here is that the basic demographic information is often taken from populations already impacted by the environmental process. Consequently, the stochastic impact is built into the basic model and then its impact is assessed on this population. Ultimately, this can lead to overly pessimistic projections of population change (Brook, 2000).

Earlier chapters of this book have highlighted the importance of larval and juvenile survival to population stability. In addition, it has been shown that there can be a high proportion of pollution-induced larval abnormalities seen in the plankton. However, the consequence of this to the future population size and structure is not known. To add to this, Leslie matrix type models are particularly sensitive to changes in survival estimates of larvae. This highlights the importance of good age specific growth and mortality data, especially for early life-stages, on overall population dynamics and model outcomes. The problem here is that it is this data that is most difficult to collect.

However, models are again being developed to examine and describe growth and survival of these vital early stages (Arino et al., 1998). For example, a model was developed to examine the density-dependent or compensation consequences on fish populations that had suffered high human-induced mortality on immature stages (Nisbet et al., 1996). This model indicated that most, but not all, forms of compensation failed to prevent a decline in adult stock as a consequence of enhanced larval mortality. Furthermore, the authors stated that whilst there is evidence for density-dependent adult fecundity in marine fish, there is no evidence that immature stages can compensate for reduced larval density whether through increased growth or survival. Consequently, Nisbet et al. (1996) argue that optimistic outcomes in marine fish require density-dependent mechanisms that have not been proven in any marine fish anywhere.

9.3.3 Ecosystem-based models

As already noted, there is growing argument among ecologists to consider the whole ecosystem and community in pollution-related studies. By doing this, it is argued that density-dependent factors and other species-related interactions can be better assessed. Within the field of modelling, ecosystem-based approaches are already being used as an alternative to age structured population-based models. Ecosystem models attempt to quantify material flow and interspecies interactions and are valuable because they show the totality of pollution impact at an appropriate scale (Barnthouse, 1992). In this context, the use of fish has been highlighted as of value in monitoring ecosystem health, at the appropriate scale, because fish are often wide ranging and migratory and consequently the life history stages are exposed to all anthropogenic impacts (Attrill & Depledge, 1997).

Ecosystem models are dynamic and incorporate numerical data obtained from the field. Results are represented as spatial-temporal variations of the basic components of an ecosystem affected by external factors including anthropogenic impacts. Components of the
model may be linked hierarchically from processes involving individual components, through interactions between the components to the whole system, incorporating hydrobiological, hydrochemical and hydrodynamic components. Ecosystem models have been integrated with ecoscreening models to give an estimation of the state of an ecosystem (Solovjova, 1999). As a result, the possibility of estimating annual risk for populations of organisms, based on variations in phytoplankton and zooplankton biomass, were demonstrated (Solovjova, 1999).

One of the problems for determining the ecosystem responses to pollution load is related to second level interactions. These are the interactions occurring between species such as competition and predator prey relationships. As noted in Chapter 3, sublethal pollution in an environment does not necessarily lead to a reduction in the population of the species of interest. By releasing the species from competitive or predator prey interactions, it is possible that pollution impacts can result in an increase in population of the species. However, Preston and Snell (2001) have suggested that assessing the toxic effect on population growth of individual species may provide sufficient data to predict toxic effects on species interactions (competition, predator/prey) as well. In their study, models accounting for behavioural toxicity in combination with reproductive toxicity yielded similar quantitative results to those using reproductive toxicity alone. Consequently, it appeared that use of the intrinsic rate of population growth as an end-point is a good predictor of both direct and indirect toxic effects. This is likely to be due to the density dependence of competition and predator prey interactions (Preston & Snell, 2001).

Whilst this only represents evidence from a single study at this stage, the outcome of the work by Preston and Snell (2001) may argue against the use of ecosystem-based models in ecotoxicology. This would also have the additional benefit of reducing the level of data required for good population risk assessments of the species of concern.

9.3.4 New bioeconomic models incorporating sublethal pollution impacts

Clearly, mathematical modelling has an important role to play in an overall assessment of pollution impact on fish and fisheries. As already highlighted, these models are principally separated into individual, population and ecosystem-based approaches, each of which have their own advantages and disadvantages.

However, the scope of this volume goes further to consider the socio-economic consequences of pollution impacts on fish and fisheries. In Chapter 8, the standard bio-economic model was described and discussed in relation to pollution impacts on fish quality. This was followed by examples in which catastrophic pollution events and their impacts on local fisheries were described. These included economic assessments, which due to the nature of the impact, were relatively easy to quantify in terms of monetary loss.

Whilst catastrophic events are useful in illustrating the socio-economic impact of pollution on fisheries, they do not describe the consequences of sublethal, low dose impacts. Ultimately, this type of impact and socio-economic cost is of more interest because it is both more insidious and more common. However, it is also much more difficult to determine.

Consequently, a fourth modelling approach is beginning to develop in ecotoxicology studies on fish, which examines the economic impact on fisheries of sublethal pollution. For example, Collins et al. (1998) have developed a simple bio-economic model of
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fishery-pollution interaction to assess the impacts of xenobiotics on a hypothetical fishery. The model examined the response of a fishery to pollution-induced reductions in catch rates and the impact of this on the size and composition of the fish population. These were then examined under acute and chronic scenarios.

Under the chronic scenario, a reduction of biomass in all age classes was noted, followed by a reduction of fishing effort in the fishery. This reduction of effort was related to reduced catch per unit effort and profit per vessel. However, as boats withdrew from the fishery, the stock partially recovered. Under the acute pollution scenario the pollution impact caused the fish biomass to fall sharply. However, recovery took place quickly due to both flushing of the contaminants and reduced fish mortality. In this case, profitability recovered and after a few years exceeded the break-even levels, although these gains were only short-lived.

The economic cost was measured as the lost value of the commercial harvest. This was calculated as the cumulative discount loss in resource rent (fish catch and the capital needed to produce it) following the discharge. For a time after a contamination event, the resource rent became negative. This was compounded because over time the value of money changes. Consequently, a discount factor was built into the model. The result of this was that the loss of resource rent after the impact carried greater weight than any temporary surplus earned in the recovery years. As such, there was a loss which was related to the magnitude of the pollution event and the degree to which this affected mortality and fecundity.

An additional important issue raised by this study was that the level of economic damage to a fishery also depended on the way fishing effort reacted. Economic damage was inversely related to response rate. The slower the fishermen switched to an alternative fishery, the longer and more extensive the unprofitability and the greater the social cost. Collins et al. (1998) argued that the speed of adjustment depended on the ability to switch to other harvestable stocks. This meant that economic damage to the fishery depended as much on this as it did on the ecotoxicology of the incident.

Whilst a number of critiques are made in relation to the model and some of its assumptions (see Collins et al., 1998), development of approaches like this are likely to be relevant to policy issues and therefore policy makers.

9.3.5 The validity of modelling

Clearly, at the heart of every model are a set of assumptions which ideally should be validated with appropriate testing. Where they are not, they should be highlighted as constraints or issues when considering the outputs of the model.

One of the biggest problems with models is the lack of basic scientific data for specific organisms or systems being tested. As a consequence, data or information is often extrapolated across species or phyla. Indeed, in the earlier chapters of this book where information on mechanistic links between various processes has been absent in the fish literature, it has been drawn from information on invertebrate and mammal systems. However, there is a significant risk in this. For example, Barnthouse et al. (1990) note that uncertainties accumulated in extrapolating from toxicity test data to population level effects differ substantially depending on the type of test, and on the taxonomic distance between the tested species and the species of interest for risk assessment.
This concern about extrapolating data from different species or making empirical links using data from different species and groups has been highlighted in one study (Delistraty, 1999). Examining the relationship between cancer slope factor (CSF) and acute toxicity data in rats and salmonid fish, it was shown that whilst a significant correlation existed between CSF and rat LD50 data, no correlation was found in the salmonid data. Furthermore, rat and fish acute toxicity data was not significantly correlated. Consequently, the prediction of carcinogenic potency, based on CSF, was only shown in rats. This may have significant ramifications for fish toxicology and the aim of linking biomolecular responses of pollution with higher order effects. As noted in Chapter 4, whilst neoplasms and lesions in fish are well described, the linkage of these to ROS production or genotoxicity has not been proven and consequently, basic assumption of mechanistic links are yet to be confirmed.

This does not invalidate the value of models or indeed the interpretation of information from them. However, it does highlight the need to remember that, until confirmed empirically via experimentation, the outcomes of models should be considered as predictive. Unfortunately, model results are often accepted as real, without an appropriate level of caution.

In the field of conservation this has lead to the argument that PVA should only be used to evaluate alternative management options (Ellner et al., 2002; Reed et al., 2002). To counter this, Brook et al. (2002) argue that conservation biology is a crisis discipline which requires decisions. Consequently, it has to use the best information to hand and the best tools to support the decision-making process. This may include poor data or data from other species where necessary.

Fisheries science, like conservation biology, may also be considered a crisis discipline. However, in relation to ecotoxicology assessment, the potential shortcomings of using poor data, or data from unrelated species, has already been highlighted. This paradox between data and outcome was highlighted eloquently by Schaffer (1994) who noted that ‘we live in a model rich but data poor world’. However, one of the additional benefits of using modelling is that the models can often highlight areas where additional data is required. Ultimately, in relation to fish, the problem lies in the fact that despite the vast number of studies which have taken place to examine the impacts of pollution, there are still substantial gaps in understanding the processes or linkages between effects in even the common commercial species.

9.4 Gaps in current understanding

There are many gaps in the current understanding of the processes and links between each of the hierarchic levels of impact of pollution on fish. These gaps occur in the current evidence to support mechanistic links in the hierarchy of response and are also species specific and pollutant specific.

9.4.1 Molecular and cellular response and genotoxicity

In relation to the molecular and subcellular response to pollution and genotoxicity, there is a lack of clear-cut evidence linking pollution-related overproduction of reactive oxygen species (ROS) with direct damage to DNA in fish, and the transferability of results obtained from mammalian cells is uncertain. In addition, the implications of ROS-induced genetic
damage for the health of the individual and population of fish are unknown. In particular, it is not known whether oxidative damage to DNA caused by peroxisome proliferators or other xenobiotics can induce hepatocarcinomas in fish. Related to this, there are poorly defined effects of neoplasms on fish physiology, growth and reproduction. Furthermore, there is little evidence to show that increased levels of antioxidant enzymes, ROS scavengers, MT or HSP confer protection against DNA damage in fish tissues or cells.

9.4.2 Molecular and cellular response and physiological processes

In relation to physiological processes, there is some evidence for mechanistic links between subcellular effects and a number of processes. However, one of the important steps in the response hierarchy would appear to be through organism energetics and resource partitioning. Most studies in this field relate to invertebrates and repeat studies need to be conducted on scope for growth, adenylate energy charge and cellular energy allocation in fish. Specifically, reduced scope for growth (SfG) or cellular energy allocation (CEA) needs to be related to impacts on reproduction through reduced fecundity. CEA, whilst only recently developed, would appear to offer an opportunity to develop this work in fish although in this case the procedure needs to be verified.

In addition, many stress responses in fish and their physiological consequence are effected through the hypothalamic-pituitary-interrenal axis through the release of cortisol. This hormone controls many stress response functions from energy mobilisation to immune response and behaviour. The axis itself is controlled by a number of neuroendocrines including seratonin. However, the specific interrelationships between all of the endocrine systems, their control of stress responses and the consequence of overstimulation or suppression of cortisol, need far greater understanding in specific species of concern.

9.4.3 Molecular and cellular response and immune effects

The immune response and fish pathology is still not well understood regarding disease progression. Little is known about the production of tumours as a result of pollution detoxification mechanisms in a quantitative cause-effect link. This is needed in order to use the response in a predictive manner and to allow extrapolation between species and from laboratory to the field. Little is known about how immune effects link into decreased individual growth, reproduction and survival or how natural factors and xenobiotics perturb the metabolism of essential nutrients such as vitamins and trace elements. Except for a few specific cases, the mechanistic links from cellular response to organ dysfunction is limited and general organ pathology is poorly understood. Importantly, there is little or no knowledge of the reversibility of health and pathological effects. Furthermore, baseline information on normal processes such as larval development is often lacking in all but a few species.

9.4.4 Molecular and cellular response and reproduction

Impacts on the reproductive process are central to the hierarchic response to pollution exposure. However, to understand this, basic knowledge of reproductive and endocrine systems in relevant fish species, especially regarding signal transduction and hormone receptor systems, is required. This must extend to information on the effects of disrupting chemicals on neuroendocrine differentiation, function and behaviour as well as the
hypothalamic-pituitary-gonadal axis. In addition, knowledge of the period during larval development when specific species are sensitive to sex reversal by oestrogens is required, as is knowledge of whether intersex males suffer any reproductive dysfunction. The deleterious consequence of unscheduled vitellogenesis and zona radiata protein synthesis needs to be examined both in terms of impact on fecundity and on fish physiological energetics. Finally, there are clear gaps in relation to the impact on individual fecundity and overall reproductive output and population stability.

In the majority of studies into larval development, embryo and larval stages are exposed to contaminants for short periods. There are few studies that consider sequential effects of contaminants on gametogenesis, egg release, fertilisation, embryo and larval development and recruitment. In addition, there is an urgent need to develop new techniques to measure biochemical, physiological, histological and morphological effects in embryos.

9.4.5 Population responses

Linking impacts of xenobiotics on the reproductive process or fecundity of an individual to population level effects is crucial and is currently the most difficult to prove experimentally. At this level, there is a great deal of noise in the system and density-dependent processes may act to completely compensate for any pollution impact at the individual level. Unfortunately, what factors constitute the density-dependent mechanism in most situations is poorly understood or defined. A far greater understanding of the processes causing population fluctuation of particular species under natural conditions is required. To overcome the combined problem of pollution impact at the individual level and density-dependent compensation at the community level would require multispecies, multigenerational studies. These have not currently been undertaken, presumably because of the facilities that would be required and the time that would be taken to perform such studies. One possible way of overcoming this would be to use tropical species with short generation times as surrogates for temperate species of concern. However, this would again generate difficulties associated with extrapolation of data between species.

9.4.6 Population genetic responses

Multigenerational studies are also required to examine the effects of chronic contamination on population genetic composition. This would help to determine whether previously stressed and genetically impacted populations are more susceptible to further natural or anthropogenic stressors and establish the utility of population genetic structure as a monitor of impacts in aquatic systems.

There is limited information available on interindividual and interpopulation genetic differences in the response to xenobiotics. This information would be vital for the prediction of population level effects of pollution, and also for the assessment of the scope for adaptation increasing tolerance. As a result, further studies are needed to locate genes related to resistance traits as well as to document mutation rates in identifiable genes under conditions of stress. These studies should relate mutational damage to changes in allele frequencies and the structure of the gene pools to assess the fitness consequences of genotoxin-induced mutation in terms of individual and population level effects.
9.4.7 Socio-economic impact

In relation to bio-economic impacts of pollution on fisheries, this investigation has shown that there is a dichotomy of scale of interaction between the biological/physiological impact and socio-economic outcomes. Biological impacts can be divided in terms of their influence at the macro and microeconomic scale. Impacts of catastrophic events at the macro scale can be established but at the microscale, with sublethal impacts on individual fish this is more complex and the interaction between the two is poorly understood. Food quality standards are now very important and society is responding to quality signatures. Consequently, there is a real meeting point, not currently well understood, where the science of measuring and interpreting pollution impact interacts with the science of food hygiene, quality assurance, health promotion and consumer protection.

9.5 Summary

There are currently no comprehensive studies that detail all aspects and links of pollution impact within the aquatic environment. Within the conceptual model, presented in Chapter 1, the arrows linking each part of the model can be regarded as processes which require quantifying. However, it is not yet possible to quantify these processes or links in any one species.

There are clearly two crucial stages in the hierarchy of pollution responses which require far greater study. The first is the link between the impact on the reproductive process (however this may have occurred), reduced individual fecundity, impacts on larval and juvenile survival and pathology and the consequence of these impacts at a population level. The second is the effect of population density-dependent factors on the population response. This highlights the need for studies at the multispecies ecosystem level over several generations. The problem of linkage at this stage is crucial because it has resulted in a credibility gap for those seeking to make policy decisions based on probable impact on populations and yield. Evidence can be provided to demonstrate pollution impact at each level within an individual but this cannot be extrapolated to population level responses. It is the population response that is of concern to policy makers, together with clear evidence of causation.

As noted earlier, the conceptual model draws on information from fish, invertebrates and other vertebrate systems to develop the mechanistic links between the hierarchic levels of response to pollution. Whilst this is of value in allowing interpretation of processes and allows gaps to be filled for any one group or species, it may also lead to misinterpretation for any one specific group or species. Despite this, some have argued that extrapolation of toxicological and pathological processes across species and phyla is a crucial requirement to link impacts of pollution from molecular to ecosystem using a mechanistic approach to a holistic problem.

The difficulty with this extrapolation is that the life history traits for each species, at the crucial stages identified above, i.e. reproductive processes, recruitment, population demography and interactions, are unique. Extrapolation between species of fish at this level will most likely, therefore, be misleading, extrapolation between fish and other groups such as invertebrates and mammals even more so. Yet it is the impact at this level which is of primary interest to policy makers.
In addition, whilst there is good information on several of the aspects of pollution impact on fish, most of this information is on freshwater species. There is far less information available on marine species and less still on marine species of commercial importance. Consequently, scientists and policy makers will have to decide on how to tackle this problem. They can accept and rely on extrapolation of data from other species, with all of the intrinsic problems associated with this, through the use of mathematical models. Alternatively, funding will have to be directed to baseline studies of fundamental underlying biology as well as pollution studies in particular species of interest.

Management issues often work on the basis of the precautionary principle, i.e. that an effect of pollution will be manifested at some level of biological organisation and that this will reduce the population’s fitness for survival. There is the additional assumption with the precautionary principle that a change at one level will be transmitted to another level. However, another important issue highlighted by this report and which must be considered in the context of pollution impacts on population and fishery yield is the capacity for the system to absorb change. Whilst the conceptual model sets out the likely mechanistic links between cellular response and population impact, what it does not highlight are the number of points within the system in which homeostatic feedback processes can work to reduce or compensate for any impact seen at the cellular level.

This book has shown for example the presence of DNA repair mechanisms and the fact that many cellular responses are natural detoxification and repair processes. It is only when these systems are overloaded or damage expressed beyond a certain level that impact at the next hierarchic level might be anticipated. The higher up the hierarchy, the more noise there is in the system and consequently, the more difficult it is to determine a pollution signal. It has been argued, for example, that mortality of fish larvae is so high under natural conditions that it will not matter if a few more die as a result of pollution. However, it could be argued that an increased toll of just a few percent would have dramatic consequences for the relevant stock.

Many of these problems may be overcome with the use of mathematical modelling. However, these models will only be as good as the information and numbers that go into them. This once again highlights the need for far better understanding of the basic population biology of the species, especially for larval and juvenile stages and over the first one or two years. Consequently, whilst it can currently be stated that the conceptual model works at the level of highlighting potential mechanistic links between the hierarchic levels of response, it currently has no predictive capacity at all. This predictive capacity will only be developed when numbers can be attached to some of the arrows linking the separate compartments of the conceptual model.
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